COMPARISON OF MACHINE LEARNING CLASSIFICATION ALGORITHM ON HOTEL REVIEW SENTIMENT ANALYSIS (CASE STUDY: LUMINOR HOTEL PECENONGAN)
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Abstract— Analysis of hotel review sentiment is very helpful to be used as a benchmark or reference for making hotel business decisions today. However, all the review information obtained must be processed first by using an algorithm. The purpose of this study is to compare the Classification Algorithm of Machine Learning to obtain information that has a better level of accuracy in the analysis of hotel reviews. The algorithm that will be used is k-NN (k-Nearest Neighbor) and NB (Naive Bayes). After doing the calculation, the following accuracy level is obtained: k-NN of 60.50% with AUC value of 0.632 and NB of 85.25% with an AUC value of 0.658. With these results can be determined the right algorithm to assist in making accurate decisions by business people in the analysis of hotel reviews using the NB Algorithm.
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INTRODUCTION

The current hotel business competition which very much makes hoteliers do a variety of ways in order to remain able to survive in the competition. One way is to continue to evaluate through reviews obtained from visitors both online and offline in order to find out the extent of customer satisfaction and the lack of services provided by the hotel businessman to the visitors.

In research conducted by (Yordanova & Kabakchieva, 2017) revealed that the initial challenge when analysing responses from hotel guests was to estimate the opinions expressed in hotel reviews by classifying those responses as positive or negative feedback, in (Utami et al., 2018). This can be overcome by applying analysis sentiment. Sentiment Analysis is a process carried out with the aim to determine the contents of a dataset in the form of text (documents, sentences, paragraphs, etc.) that are positive, negative or neutral (Kontopoulos et al., 2013) on (Effendy, 2015).

The second challenge is imagining results with the aim of extracting business knowledge obtained through the Business Intelligence tool (Utami et al., 2018). Sentiment analysis according to (Zhang & Liu, 2017) also referred to as opinion mining is a field of study that analyzes people’s opinions, sentiments, evaluations, judgments, attitudes, and emotions towards entities such as products, services, organizations, individuals, problems, events, topics, and various attributes.

Sentiment analysis (Sipayung et al., 2016) is a method for understanding, extracting, and processing review or textual data to get the sentiments contained in a review. Reviews can be divided into 3 types, namely positive, negative and neutral. By using sentiment analysis the company can find out the customer’s response to a product or service through the feedback provided.

Several previous studies lately, there have been many studies related to review analysis, including film review research with a focus on
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classifying reviews into two classes, namely positive and negative using the Support Vector Machine (SVM) algorithm, the accuracy obtained by 71, 87% and increased to 77% by using hybrid Particle Swarm Optimization (PSO) (Basari et al., 2013).

Mining Opinion in hotel review uses the Naive-Bayes algorithm conducted by (Muthia, 2016). This study shows the effect of using the n-gram feature on Naive Bayes with an increase in accuracy to 87%. Other researchers compared the classification algorithm between Support Vector Machine (SVM), Naive Bayes (NB), and Artificial Neural Network for film reviews with the highest accuracy produced by SVM with an accuracy value of 81.10%. While the results of the comparison of feature selection algorithms between information gain, chi-square, forward selection, and backward elimination obtained the highest results in information gain using the top k parameter with a value of k = 200 and the accuracy results of 84.57% (Chandani et al., 2015).

Research conducted (Dey et al., 2016) discuss the two machine learning algorithms, namely K-Nearest Neighbor (K-NN) and Naive Bayes and compare the two accuracies as a whole. The results showed in the film review, Naive Bayes gave much better results than K-NN but both hotel reviews gave almost the same performance. Research related to the classification of sentiments regarding hotel reviews on social media using several algorithms such as Decision Tree Learning, K-NN, and Neural Networks. By using a 20-200 balanced dataset, the highest accuracy is obtained at 85.90% (Yordanova & Kabakchieva, 2017).

Although the number of studies on text mining applications has increased, in marketing, there are still research gaps regarding customer assessment preferences through text mining procedures (Dirsehan, 2016). Currently, there are many methods used to get the highest accuracy in the field of text mining research. Adding features to several methods has also been carried out. But still different results are shown by different studies. And there is no fixed conclusion that can prove the best algorithm for research involving sentiment analysis. Therefore this study aims to get the best algorithm among several algorithms that can be used in sentiment analysis testing related to hotel reviews. In order to test sentiment analysis, especially those conducted on offline reviews that are used by business people to find out directly reviews from visitors get optimal results.

MATERIALS AND METHODS

In this study, the process of compiling two machine learning algorithms will use a hotel review dataset with the aim to determine the extent of accuracy of the two machine learning algorithms.

The material or dataset used in this study uses primary data taken from Luminor Hotel Pecenongan from January 2019 - March 2019 with 600 reviews consisting of 400 positive reviews and 400 negative reviews, which are used as training data. As for the testing data used as many as 400 reviews, consisting of 200 positive and negative reviews respectively, before the review dataset is used first, text processing is performed to prepare a document or dataset in the form of text to be ready for use.

In the comparison process itself, the method that the researchers propose uses the following two algorithms in machine learning namely NB (Naive Bayes) and k-NN (k-Nearest Neighbor) to compare the accuracy of the dataset classification in the form of hotel review text. Stages of the comparative process that will be carried out by researchers can be seen in Figure 1 below:

Figure 1 Comparison of Classification Algorithms
Comparison of Machine Learning Algorithm

Explanation of the comparative process conducted by researchers in Figure 1 above through seven stages, namely dataset review, text processing, data training, classifier, data testing, evaluation and accuracy comparison.

The first stage is to review data from the dataset obtained and normalize it before the dataset is processed in text processing. In the text processing tokenizer, the process is done to eliminate punctuation, symbols or other characters that are not letters. After the next tokenizer filter token, Stem (porter) and stop-word filter. The end result of the text processing can be seen in the following table:

Table 1 Final Results of the Text Processing Process

<table>
<thead>
<tr>
<th>Review</th>
<th>Text Processing Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotel nyaman, pelayanan ramah, saran saya ditambah kolam renang</td>
<td>Hotel nyaman layan ramah saran saya tambah kolam renang</td>
</tr>
<tr>
<td>Pelayanan bagus, sangat disayangkan tidak ada kolam renang</td>
<td>Layan bagus lobby bagus saying tidak ada kolam renang</td>
</tr>
<tr>
<td>Pelayanan menuaskan, makanan enak saya senang menginap disini</td>
<td>Layan puas makan enak saya senang inap sini</td>
</tr>
<tr>
<td>Semua bagus, hanya kalau malam ada suara music</td>
<td>Semua bagus hanya malam ada suara music</td>
</tr>
<tr>
<td>Exhaust dikamar smoking harus lebih baik, untuk kenyaman kamar smoking</td>
<td>Exhaust kamar smoking harus lebih baik untuk nyaman kamar smoking</td>
</tr>
<tr>
<td>Pelayanan bagus, hotel nyaman hanya channel tv kurang lengkap</td>
<td>Layan bagus hotel nyaman hanya channel tv kurang lengkap</td>
</tr>
<tr>
<td>Berisik dari gedung sebelah, sikat gigi kualitas jelek, tempat sabun kurang berkualitas</td>
<td>Berisik dari gedung sebelah sikat gigi kualitas jelek tempat sabun kurang kualitas</td>
</tr>
<tr>
<td>Hanya suara music dari gedung sebelah sangat mengganggu istirahat</td>
<td>Hanya suara music dari gedung sebelah sangat ganggu istirahat</td>
</tr>
</tbody>
</table>

The next stage is to compare the accuracy and AUC values by comparing the results of the two Naïve Bayes and K-Nearest Neighbors algorithm processes so that the algorithm can be superior and appropriate in the hotel review comparison process is the objective of this study.

To support the comparative process in this study, researchers used the RapidMiner version 5.3 tool which will produce accuracy and AUC values for each algorithm of the machine learning.

RESULTS AND DISCUSSION

1. Results Using the Naïve Bayes Algorithm

Of the 400 hotel review data, 200 positive reviews and 200 negative reviews, 187 data were predicted to be appropriate, negative and 13 data were negative but positive. In contrast, 154 data were predicted to be positive and 46 data were predicted to be positive but negative. The accuracy of using the Naïve Bayes algorithm is 85.25% with an AUC value of 0.632.

The accuracy of using the Naïve Bayes algorithm is 85.25% with an AUC value of 0.632.

The final stage is to compare the accuracy and AUC values by comparing the results of the two Naïve Bayes and K-Nearest Neighbors algorithm processes so that the algorithm can be superior and appropriate in the hotel review comparison process is the objective of this study.

To support the comparative process in this study, researchers used the RapidMiner version 5.3 tool which will produce accuracy and AUC values for each algorithm of the machine learning.
Figure 2 shows the appearance of the ROC curve using the Naïve Bayes model with an AUC value of 0.632.

1. Results Using the k-Nearest Neighbor Algorithm

Of the 400 hotel review data, namely 200 positive reviews and 200 negative reviews, as many as 133 data were predicted to be appropriate, namely negative and as much as 67 data were predicted to be negative but apparently positive. In contrast, 109 data were predicted to be positive and 91 data were predicted to be positive but negative.

The accuracy results if using the k-Nearest Neighbor algorithm is 60.50% with an AUC value of 0.658.

Table 3. Confusion Matrix k-Nearest Neighbor Algorithm

<table>
<thead>
<tr>
<th></th>
<th>True Negative</th>
<th>True Positive</th>
<th>Class precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred. Negative</td>
<td>133</td>
<td>109</td>
<td>54.96%</td>
</tr>
<tr>
<td>Pred. Positive</td>
<td>67</td>
<td>91</td>
<td>57.9%</td>
</tr>
<tr>
<td>Class Recall</td>
<td>66.50%</td>
<td>45.50%</td>
<td></td>
</tr>
</tbody>
</table>

Source: (Miharja et al., 2020)

Accuracy\(^{1}\) = \frac{(TN+TP)}{(TN+FN+TP+FP)} \quad \text{Accuracy}\(^{2}\) = \frac{133+109}{(133+67+109+91)} = 0.6050 = 60.50%

2. Research Results

The summary results of the comparison of the Naïve Bayes classification algorithm and k-Nearest Neighbor are as follows:

Table 4. Comparison of Accuracy and AUC Classification Algorithms

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>85.25%</td>
<td>0.632</td>
</tr>
<tr>
<td>KNN</td>
<td>60.50%</td>
<td>0.658</td>
</tr>
</tbody>
</table>

Source: (Miharja et al., 2020)

Figure 3 shows the appearance of the ROC curve using the k-Nearest Neighbor model with an AUC value of 0.658.

Figure 4 shows a comparison graph that the Naïve Bayes algorithm with an accuracy value of 85.25% is superior to the k-Nearest neighbor algorithm whose accuracy value is 60.0%.

Source: (Miharja et al., 2020)
Figure 5 shows a comparison graph of the AUC (Area Under Curve) value of the Naïve Bayes algorithm with a value of 0.632 and the K-Nearest Neighbor algorithm with a value of 0.658.

CONCLUSION

The results of the comparison of classification algorithms between Naïve Bayes (NB) and k-Nearest Neighbor (k-NN) obtained NB with the best results with an accuracy of 85.25% with AUC is 0.658. These results can be used as a reference by business people to make decisions in determining business strategies.
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