VOL. 11. NO. 3 FEBRUARY 2026
P-ISSN: 2685-8223 | E-ISSN: 2527-4864
DOI: 10.33480 /jitk.v11i3.7204

JITK (JURNAL ILMU PENGETAHUAN

DAN TEKNOLOGI KOMPUTER)

EVALUATING CLUSTERING METHODS FOR SEMANTIC
REPRESENTATION OF DISASTER NEWS USING BERT EMBEDDINGS AND
HBDSCAN

Ariska Fitriyana Ningrum?!*; Dannu Purwanto!; Abdel-Nasser Sharkawy?

Data Science?
Universitas Muhammadiyah Semarang, Semarang, Indonesia?l
https://unimus.ac.id/?
ariskafitriyana@unimus.ac.id”, dannupurwanto@unimus.ac.id

Mechatronics Engineering, Mechanical Engineering Department, Faculty of Engineering?
Qena University, Qena, Egypt?
https://www.svu.edu.eg/en/?

Mechanical Engineering Department, College of Engineering?
Fahad Bin Sultan University, Tabuk, Saudi Arabia?
https://fbsu.edu.sa/?
abdelnassersharkawy@eng.svu.edu.eg

(*) Corresponding Author
(Responsible for the Quality of Paper Content)

The creation is distributed under the Creative Commons Attribution-NonCommercial 4.0 International License.

Abstract— Natural disasters that frequently occur in Indonesia demand a fast and accurate information
monitoring and analysis system through online news sources. This study aims to identify topic patterns related
to natural disasters in Indonesia using news articles from Detik.com through a semantic clustering approach.
Atotal of 1,000 articles were collected, preprocessed, and represented using the Sentence-BERT (SBERT) model
to capture contextual relationships between sentences. The vector representations were then clustered using
three methods: K-Means, Agglomerative Hierarchical Clustering, and HDBSCAN. The performance of each
method was evaluated using the Silhouette Score, Davies-Bouldin (DB) Index, and Calinski-Harabasz (CH)
Index. The results show that HDBSCAN achieved the best performance with a Silhouette Score of 0.215, a DB
Index of 1.557, and a CH Index of 18.102, outperforming Agglomerative (0.028, 3.945, 29.669) and K-Means
(0.055, 3.678, 36.778). Moreover, the HDBSCAN model achieved the highest coherence score of 0.8669,
indicating strong semantic consistency within clusters. Five coherent clusters emerged, representing major
disaster themes: landslides, earthquakes, tornadoes, flash floods, and volcanic activity. The visualization of
word clouds for each cluster reinforced the interpretation of these disaster topics. Overall, the combination of
SBERT and HDBSCAN effectively groups news articles based on semantic similarity. These findings highlight
the potential of Natural Language Processing (NLP) to enhance data-driven media monitoring, support early
warning systems, and strengthen disaster communication and mitigation strategies in Indonesia.

Keywords: Natural Disasters News, Sentence BERT, Text Mining, Text Clustering.

Intisari— Bencana alam yang sering terjadi di Indonesia menuntut adanya sistem pemantauan dan analisis
informasi yang cepat serta akurat melalui berita daring. Penelitian ini bertujuan untuk mengidentifikasi pola
topik terkait bencana alam di Indonesia menggunakan berita dari situs Detik.com melalui pendekatan
klasterisasi semantik. Sebanyak 1.000 artikel berita dikumpulkan, kemudian melalui tahap praproses dan
direpresentasikan menggunakan model Sentence-BERT (SBERT) untuk menangkap hubungan kontekstual
antar kalimat. Representasi vektor tersebut kemudian dikelompokkan menggunakan tiga metode klasterisasi,
yaitu K-Means, Agglomerative Hierarchical Clustering, dan HDBSCAN. Kinerja masing-masing metode
dievaluasi menggunakan tiga metrik, yaitu Silhouette Score, Davies-Bouldin (DB) Index, dan Calinski-
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Harabasz (CH) Index. Hasil evaluasi menunjukkan bahwa metode HDBSCAN memberikan kinerja terbaik
dengan nilai Silhouette Score sebesar 0.215, DB Index 1.557, dan CH Index 18.102, mengungguli metode
Agglomerative (0.028, 3.945, 29.669) dan K-Means (0.055, 3.678, 36.778). Selain itu, model HDBSCAN juga
menghasilkan nilai coherence tertinggi sebesar 0.8669, yang menunjukkan konsistensi semantik yang kuat
dalam setiap klaster. Dari hasil tersebut terbentuk lima klaster utama yang merepresentasikan tema bencana:
tanah longsor, gempa bumi, angin puting beliung, banjir bandang, dan aktivitas vulkanik. Visualisasi word
cloud pada masing-masing klaster memperkuat interpretasi tema bencana tersebut. Kombinasi antara SBERT
dan HDBSCAN terbukti efektif dalam mengelompokkan berita berdasarkan kesamaan makna, serta berpotensi
meningkatkan sistem pemantauan media berbasis data, mendukung sistem peringatan dini, dan memperkuat

strategi mitigasi bencana di Indonesia.

Kata Kunci: Berita Bencana Alam, Klasterisasi Teks, Penambangan Teks, Sentence BERT.

INTRODUCTION

Natural disasters are a global issue that not
only cause physical and social damage but also
generate massive volumes of textual data from mass
media, social media, and disaster reporting systems
[1]. This information is often unstructured,
dispersed, and rapidly expanding, making it difficult
to monitor and support real-time decision-making.
In today’s digital era, disaster-related information is
widely disseminated through various online
platforms, creating an urgent need for efficient
information management and analysis to support
disaster mitigation and rapid response efforts [2],
[3]- To address these challenges, computational
approaches from the field of Natural Language
Processing (NLP) have emerged as powerful tools
for automatically organizing and interpreting
disaster-related text data. Among these, clustering
plays a vital role in grouping similar pieces of
information and uncovering hidden semantic
patterns within large volumes of news data [1].

The integration of semantic representation
models such as Sentence-BERT (SBERT) with
modern clustering algorithms offers a significant
opportunity to extract meaningful insights from
complex and dynamic text collections, helping both
stakeholders and the public better understand
disaster situations [4] [5]. Text clustering, as a core
technique in data mining and information retrieval,
aims to organize semantically similar documents
into coherent groups. Various approaches have
been proposed—from classical methods such as K-
Means and DBSCAN to advanced density-based
algorithms like  Hierarchical Density-Based
Clustering [6] and HDBSCAN [7]. The effectiveness
of these methods, however, strongly depends on the
quality of text feature representation. Advances in
semantic embedding models such as SBERT enable
text to be mapped into high-dimensional vector
spaces that preserve sentence-level meaning.
Compared to traditional methods like TF-IDF or
Word2Vec, SBERT provides deeper contextual
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understanding [8]. This is particularly important for
disaster-related news, which often contains
synonyms, idiomatic expressions, and local
linguistic variations that can affect clustering
performance. Several previous studies have
examined clustering and embedding methods for
disaster-related text Chanda [9] demonstrated the
effectiveness of BERT in predicting disasters from
Twitter data, while ]J. Li and B. Li. [10] and
Mohammed Alsuhaibani [11] emphasized the value
of semantic approaches for topic and event
detection in online news. Other studies [12], [13]
have evaluated BERT embeddings with clustering
algorithms such as DBSCAN and HDBSCAN, yet few
have explicitly applied and compared SBERT-based
semantic representations within the disaster news
domain. Moreover, limited research has
quantitatively assessed clustering quality using
metrics such as the Silhouette Score [14] and
qualitatively evaluated topic coherence. Kapellas et
al [15] and Alasali and Ortakci [16]highlighted the
importance of selecting clustering techniques suited
to dynamic and unstructured news data.

Building upon this gap, this study explicitly
hypothesizes that combining SBERT semantic
embeddings with density-based clustering methods
such as HDBSCAN yields more coherent and
interpretable topic clusters compared to traditional
algorithms like K-Means or Agglomerative
Clustering. Therefore, the main objective of this
research is to evaluate and compare various
clustering algorithms on SBERT based semantic
representations of Indonesian natural disaster
news. The study aims to identify which method
provides the most effective grouping both
technically based on quantitative performance
metrics and semantically based on interpretability
and coherence. Ultimately, this research contributes
to the field of text mining and disaster informatics
by proposing an evidence-based framework for
automatic disaster topic detection, which can
enhance data-driven media monitoring, early
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warning systems, and disaster response strategies
in Indonesia.

MATERIALS AND METHODS

This study began with the collection of 1,000
natural disaster news articles from detik.com,
including titles, content, dates, and locations. The
data was preprocessed through text cleaning,
stopword removal, normalization, and merging into
a single clean_text column. Semantic representation
was performed using the SBERT all-MiniLM-L6-v2
model to generate embedding vectors for each
article. SBERT was selected over traditional
approaches such as TF-IDF or word2vec due to its
superior ability to capture contextual and semantic
similarity between sentences, making it particularly
effective for clustering semantically related news
texts. Subsequently, three clustering algorithms—
K-Means, Agglomerative, and HDBSCAN—were
applied to group articles based on semantic
similarity. Cluster evaluation was conducted using
internal metrics (Silhouette, Davies-Bouldin,
Calinski-Harabasz) as well as visual explorations
such as WordCloud, time distribution, and disaster
type. The results of each method were compared to
determine the most optimal clustering algorithm for
SBERT-based representations. Research stages are
shown in Figure 1.

Data .| Representation

DATASET ] » h
Preprocessing SBERT Embedding

Y

Comparison of K-Means,
Agglomerative, and
HDBSCAN

Cluster Evaluation [€—

Source : (Research Results, 2025)
Figure 1. Research Stages

A. Dataset

The data used in this study is a collection of
news articles about natural disasters obtained
from the Detik.com website. Data collection was
carried out using web scraping techniques with
Python libraries, namely requests and Beautiful
Soup, by searching for articles containing
keywords such as “natural disasters.” The scraping
process was carried out on 100 Detik.com web
pages and produced 1,000 articles containing news
related to natural disasters. All articles were
collected and stored in CSV format, with data
attributes including headline, publication date,
link, and article content. The data obtained is
presented in Table 1.
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Table 1. Dataset Features

Feature Description
The main of an article or news item that
Headline summarizes the core information concisely
and attracts the reader’s attention
The publication date of the article or news
Date item, indicating when the information was
published
The URL address that directs the reader to
Link the source article or news item on the
relevant website
The full text or excerpt from the
Content article/news item containing the details of

the information presented in the writing.

Source : (Research Results, 2025)

B. Sentence Bidirectional Encoder

Representation from Transformer (S-BERT)

BERT is a pre-trained language model based
on a transformer encoder that captures the
contextual meaning of words. It learns word
representations by considering surrounding words,
enabling effective handling of various NLP tasks
[13]. However, directly averaging BERT’s word
embeddings to represent sentences often fails to
capture their overall semantic meaning, which is
crucial for tasks such as clustering and semantic
similarity [14], [15], [16]. As a solution, Mohammed
Alsuhaibani [11] roposed a streamlined alternative
to SBERT by directly exploiting BERT’s internal
layers through a max pooling strategy, avoiding
complex Siamese architectures. The study
demonstrates that extracting features from the 7th
layer provides a computationally efficient yet
robust approach for entailment detection on the
SNLI dataset. An illustration of the Sentence-BERT
architecture is shown in Figure 2.

Input: Sentence A

Input: Sentence B
“The quick brown fox jumps

“A fast. auburn fox leaps ]

over the lazy dog.” over the lethraric canine.”

! |

BERT Encoder
(Shared Weights)

BERT Encoder
(Shared Weights)

<

Pooling Layer Pooling Layer
u (Mean Pooling) (Mean Pooling)
N 2"

Comparison: Cosine Silliarity
or Concantation (u, v, [u-v])

v

[ Output: Semantic Simliarity Score (0- 1) ]

Source : (Research Results, 2025)
Figure 2. Sentence BERT architecture

As illustrated in Figure 2, Sentence A and
Sentence B are encoded by identical BERT encoders
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to generate contextualized token embeddings. A
pooling layer converts these embeddings into fixed-
length vectors (u and v).which represent the
semantic meaning of each sentence. The similarity
between sentences is then computed using cosine
similarity.

1 - —>
Cy = m Yi<jcos(V;, ) 1)
2

where v;and vjare the term vectors derived
from a sliding window co-occurrence model. Higher
Cyvalues indicate greater semantic consistency
within a cluster, thereby supporting the claim of
semantic validity in the topic structure.

C.  Clustering

Agglomerative Hierarchical Clustering s a
bottom-up unsupervised learning method that
progressively merges the most similar documents
until a hierarchical cluster structure is formed. In
news text analysis, AHC is used to group articles
based on semantic similarity to identify dominant
themes or issues without requiring labeled data.
The theoretical stages include text preprocessing
(tokenization, stopword removal, lemmatization),
vector representation using TF-IDF or Sentence-

BERT, and similarity computation between
documents using cosine similarity [17].
. A.B
Sim(A,B) = —— 2)
(4,B) lAllBII

The distance between clusters is then calculated
using a linkage function, such as the Ward method,
which minimizes within-cluster variance:

|Al+|B|

||fA - JZB”2 (3)

The merging process is visualized through a
dendrogram, while cluster quality is assessed using
internal validation metrics such as the Silhouette
Score, Davies-Bouldin Index, and Calinski-
Harabasz Index. This approach effectively uncovers
topic structures and semantic relationships across
news articles and other textual data. Recent studies
supporting this methodology include Hierarchical
Level-Wise News Article Clustering via Multilingual
Matryoshka Embeddings (2025), which applies
agglomerative  hierarchical clustering  with
multilingual embeddings to capture semantic
similarity at different topic levels; Text Mining
Customer Feedback: An Agglomerative Clustering
Approach  (2025), which integrates text
preprocessing, TF-IDF, PCA, and AHC with
Silhouette-based evaluation on real-world textual
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data; and Semantic Deep Embedded Clustering
(2025), which leverages transformer-based
embeddings to significantly enhance semantic
understanding in large-scale text clustering tasks.
[18],[19], [20]

K-means Clustering is an unsupervised learning
algorithm that clusters data into K clusters by
minimizing the distance between data points and
cluster centroids. The goal is to minimize the
objective function[21]:

] = Z‘If(=1 inESj”xi - C]||2 (4)

with:

C; = cluster centroid to j

x; = data vector (in thi study, sentence embedding
from Sentence-BERT)

§; = set of data included in cluster to—j

In the context of natural disaster news, the vector
embeddings generated by  Sentence-BERT
represent the semantic meaning of each news item.
K-Means then clusters the news items based on
topic similarity, such as floods, earthquakes, or
forest fires [22]. The optimal K value can be
determined using internal evaluation metrics such
as Silhouette Score, Davies-Bouldin Index, or
Calinski-Harabasz Index to ensure the quality of the
clusters formed.

HDBSCAN (Hierarchical DBSCAN)

HDBSCAN consists of four main stages in forming
clusters. The first step estimates the density of each
point by calculating the distance to its k —
nearest neighbor, referred to as the core distance
for parameter k. To distinguish low density points
or noise, HDBSCAN introduces a new distance
metric called the mutual reachability distance,
defined as [13].

dinreach—k (@, b) = max{core(a),
corey(b),d(a, b)} (5)

Where d(a,b) is the original distance between
points a and b, and core, represents the density
estimate for parameter k. This mutual reachability
distance is then used to construct a Minimum
Spanning Tree (MST) that connects dense regions in
the dataset. The third and most critical step of
HDBSCAN is tree pruning, which involves
comparing the number of points within each branch
to the predefined minimum cluster size. The final
step is to compute the cluster stability from the
pruned tree using the following equation [23]

Zpecluster ()lp — Abiren) (6)
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Here, Ap;cndenotes the threshold value at which a
cluster is formed, while Apindicates the threshold at
which a pointleaves the cluster. The stability of each
cluster determines whether itis included in the final
clustering result. HDBSCAN also includes several
hyperparameters that can be tuned based on the
dataset characteristics [24]. The most important
one is the minimum cluster size, which specifies the
smallest number of points required to form a
cluster. If a group of points does not meet this
minimum, those points are treated as noise.

RESULTS AND DISCUSSION

The analysis of natural disaster news from
detik.com was conducted to explore temporal
patterns, semantic representations, and topic
classifications of disasters in Indonesia. A total of
1,000 articles were scraped from 100 web pages
and stored in a structured dataset. After data
collection, a series of preprocessing steps were
applied to the “content” column to ensure text
quality before analysis. The steps included: (1)
converting all text to lowercase, (2) removing
numbers, punctuation, and extra spaces, (3)
removing stopwords, and (4) applying
lemmatization or stemming to normalize words to
their base forms. These steps produced clean and
consistent text data for subsequent SBERT-based
embedding and clustering.

In addition, the dataset was examined for
potential data imbalance by analyzing the
distribution of articles across disaster types and
time periods to ensure adequate representation.
This chapter presents visualizations of daily news
frequencies, clustering outcomes, and the main
emerging topics. The findings provide insights into
media focus on disaster issues and highlight the
potential of NLP for early warning and disaster
management.

Table 2 . Dataset After Preprocessing (Dataset in

Indonesian)

Headline Content Date Time
450 KK Banjir bandang
Terdampak melanda
Banjir di sejumlah 08-Jul-25 08.40
Lombok Barat, wilayah di
Dua Ru... Kab...
Gunung Dua gunung di
Lewotobi Laki-  Nusa Tenggara
laki di Timur (NTT) 08-Jul-25 07.09
Lewotolok meletu...
Me...
Gunung Gunung
Lewotobi Lewotobi Laki-
Meletus Lagi laki di 07-Jul-25 19.51
Malam Ini, Kabupaten
Warga... Flores ...
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Source : (Research Results, 2025)

The results of preprocessing (Table 2) on the
content variable show that the news content has
been cleaned of irrelevant elements such as HTML
tags, special punctuation marks, and other
potentially insignificant words, leaving only the
main text containing the core information of each
disaster news item. This cleaned text is then better
prepared for further processing, such as word
frequency analysis, topic classification, or text-
based machine learning model creation.
Additionally, this preprocessing helps reduce noise
and improve the accuracy of text analysis results by
avoiding interference from meaningless characters
or symbols. Meanwhile, for the date variable, the
preprocessing process separates the combined date
and time information into two separate variables:
date and time. This process facilitates exploration of
the distribution of news over time. One form of
initial analysis that can be performed is to look at
the frequency of natural disaster news coverage per
day, which is visualized in the following graph. This
analysis provides an overview of the intensity
patterns of disaster news coverage, which can be
used to identify periods with the highest news
coverage activity and evaluate the temporal trends
of disaster issues reported by online media.

Frequency of Natural Disaster News per Day

15+

H

Number of Hews.

|
il

| |
., IIM M '
el M

&
ki L L L4

Source : (Research Results, 2025)
Figure 3. Daily frequency trend of natural disaster
news coverage

The graph of daily news frequency (Figure 3)
trends for natural disasters reveals a clear temporal
pattern throughout the observation period. A
substantial surge in reporting began around
November 2024, peaking in late December 2024,
when daily news coverage exceeded 20 articles per
day. Prior to this peak, coverage intensity remained
relatively low and stable, typically between 1 to 3
articles per day. This sharp escalation suggests the
occurrence of major disaster events or multiple
disasters in close succession, which drew
heightened media attention. Following January
2025, the frequency of disaster-related news
gradually declined but continued to fluctuate,
maintaining moderate attention with fewer than 10
reports per day. This pattern reflects not only
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seasonal factors, such as Indonesia’s rainy season
that often coincides with floods and landslides, but
also periodic geological risks, including volcanic or
seismic activity that influences media focus. The
persistent, albeit fluctuating, coverage indicates
that natural disasters remain a continuous public
concern in Indonesia’s news cycle.

These findings are consistent with the
observations of Tounsi et al. (2023), who found that
media attention to disaster events typically spikes
during periods of high-impact hazards, followed by
gradual attenuation once immediate crises pass.
Similarly, Wang et al. (2024) noted that the
temporal distribution of disaster-related reports
often aligns with environmental and climatic cycles,
reflecting how information dissemination mirrors
real-world disaster seasonality [25], [26]. In
contrast to prior studies that primarily captured
global disaster reporting trends, the current results
provide a localized temporal insight, emphasizing
the seasonal and event-driven nature of disaster
communication in Indonesian online media. After
the clean_text data has been cleaned, the text
representation is transformed into a numerical
vector using the Sentence-BERT (SBERT) model.
SBERT is a transformer-based embedding model
specifically designed to generate meaningful
sentence representations in a fixed vector
dimension. The primary purpose of this
representation is to capture the semantics of each
news article, so that news articles with similar
meanings will have vectors that are relatively close
in the vector space. This is crucial as an initial step
before the clustering process is performed, as the
quality of the representation will significantly
influence the clustering results. Figure 4 presents
the results of text embedding using SBERT.

embeddings

array([[-8.86759416,
-8.85061443,

[ @.ee7cce4 ,
8.88818843,
[-8.a3768701,
-8.8658887 ,
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8.83652155],
©8.16855885,
8.81917281],
8.83853a882,
-@.8a79e179],

-8.84555889,

=]

.83527525,

'
<]

-8.85458887, .02341138,

8.86515087,

©

.86300182,

R
[ @.23118477,
-@.84197885,
[-e.206185824,
-@.85435128,
[ @.81282259,
-@.8381374 ,

8.13569854,
8.88071265],
©.13940433,
©.96588807],
©.10935915, -@.03810094, ...,
8.80685018]], dtype=float32)

Source : (Research Results, 2025)
Figure 4. Result of text embedding using BERT
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|
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@
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After the text representation process is
carried out using Sentence-BERT (SBERT), the next
step is to group the data into several clusters based
on the similarity of meaning between sentences.
Clustering is an important stage in exploring hidden
topics because it allows us to identify structures or
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patterns in large text collections. In this study, three
clustering approaches were employed K-Means,
Agglomerative Clustering, and HDBSCAN to
compare their performance and the interpretability
of their results. Table 3 presents the comparison
results of the accuracy of the three clustering
methods.

Table 3. Clustering Evaluation Results
Sillhoutte

Method DB Index CH Index
Score
Agglomerative  0.028 3.945 29.669
K-Means 0.055 3.678 36.778
HDBSCAN 0.215 1.557 18.102

Source : (Research Results, 2025)

Based on the evaluation of the three
clustering methods Agglomerative, K-Means, and
HDBSCAN it can be concluded that HDBSCAN
achieved the best performance in clustering the
SBERT-embedded text data. This conclusion is
supported by its highest Silhouette Score of 0.215,
which, although moderate in absolute value,
indicates that the clusters are relatively well-
separated and internally cohesive compared to
other methods. In clustering text embeddings, such
a score often reflects meaningful but not perfectly
distinct semantic groupings due to the inherent
overlap of linguistic concepts. Furthermore,
HDBSCAN recorded the lowest Davies-Bouldin
Index (1.557), suggesting that the formed clusters
are compact and exhibit minimal overlap—an
important quality for high-dimensional textual data.
While the Calinski-Harabasz (CH) Index of
HDBSCAN is lower than that of K-Means, this
difference may arise from HDBSCAN’s ability to
handle noise and variable-density clusters, which
the CH Index does not fully capture. Overall, the
combination of a relatively high Silhouette Score
and a low DBI highlights HDBSCAN'’s effectiveness
in producing semantically coherent and well-
structured clusters. In contrast, the Agglomerative
method produced the weakest performance, as
indicated by its low Silhouette and CH Index scores
and high DBI value, which collectively reflect poorly
separated and internally inconsistent clusters..

Silhouette Score vs. min_cluster_size for HDBSCAN

min_cluster_siz

Source : (Research Results, 2025)
Figure 5. Silhouette Score
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Figure 5 shows the Silhouette Score graph
against the min_cluster_size value in the HDBSCAN
algorithm.

1. The highest Silhouette Score (0.217) occurs
when min_cluster_size = 5, indicating that at a
minimum cluster size of 5, the separation and
density between clusters are optimal.

2. A min_cluster_size value of 6 yields the lowest
score (0.089), indicating that clusters formed at
this size are less effective in terms of cohesion
and separation.

3. After min_cluster_size = 6, the score begins to
rise again but remains within a lower range
compared to its peak at the value of 5.

So that cluster 5 is the most optimal for
clusteirng this data sccording to the Sillhouette
Score. This claue provides the best balance between
the number of cluster members and the quality of
separation between clusters. After the text
representation process using Sentence-BERT
(SBERT) adn the evaluation of performance of
various clustering methods, HDBSCAN was selected
as the best algorithm based on the highest
Silhouette Score Value (0.215) and the lowest DB
Index (1.557).

In addition, the clusters generated by
HDBSCAN also achieved the highest Coherence
Score (0.8669), indicating that the terms within
each cluster are sematically consistent and
represent coherent topics. This suggests that the
clustering results are not only well separated
geometrically (as shown by the Sillhoutte and DBI
metrics) but also meaningful from a semantic
perspective. Next, an analysis was conducted on the
distribution of members in each cluster produced
by HDBSCAN to further understand the data
grouping patterns.

Table 4. Number of Cluster Members

Cluster Member of Cluster
0 179
1 63
2 144
3 195
4 419

Source : (Research Results, 2025)

The clustering results with HDBSCAN,
presented in Table 4, produced five clusters with
varying numbers of members, namely 179, 63, 144,
195, and 419 members. This variation in numbers
shows that HDBSCAN is able to adaptively identify
different data densities without the need to
determine the number of clusters at the outset. The
largest cluster is Cluster 4 with 419 members,
indicating the presence of a fairly dense and
consistent data group, while Cluster 1 is the smallest
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with 63 members, possibly reflecting more
scattered data or containing specific topics. The
relatively balanced and not overly small cluster
composition suggests that the semantic structure of
the embedding results has been captured
effectively, and the clustering process has been
optimized. To understand the characteristics of
each cluster, visualization was performed using a
word cloud to identify the most prominent words in
each group as a representation of the dominant

topics contained therein.
Word Cloud for Cluster 0

L Saat .
wWarga .
iRusak Tanah Tewa S Longsqr; ~T;mpa

Rumah

Cianju

Treng

Wisata Orang -A
Longsor di

- di“Sukabumi

Ditemukan

Mengungsi

Sukabumi

Hancur

IMBanjir dan

Source : (Research Results, 2025)
Figure 6. WordCloud for Cluster 0 about Landslide
Events

Based on the word cloud visualization for
Cluster 0 (Figure 6), the word “Longsor” appears as
the most dominant term, signifying that this cluster
centers on landslide events. The term “longsor”
appears with a normalized frequency of 6.8%,
dominating the cluster. Supporting words such as
“tewas” (4.3%) and “tertimbun” (3.9%) indicate the
emphasis on casualties and damage. The co-
occurrence of location names (e.g, Sukabumi,
Cianjur) confirms regional event reporting. This
cluster reflects strong event-focused narratives
similar to Fauzi et al. (2021), but with higher
semantic granularity emphasizing the response and
rescue phase, as shown by action verbs (evakuasi,
ditemukan)[27], [28].

Word Cloud for Cluster 1
pua’y Erupsi

‘ Vided""’““ e m 225‘5
Myanmar = qa, Sulut
di DaratTerk 5U1te“8

Kedalaman Km

Timur F’elongnnp Besar
(3 uncan

Maluku Utara Kdll
Gempa Bumi-
epulauan IBmi=Terkini

Source : (Research Results, 2025)
Figure 7. WordCloud For Cluster 1 about
Earthquakes and Volcanic Activity

In Cluster 1 (Figure 7), dominant words

such as “Gempa,” “Bumi,” “Guncang,” and “Terkini”
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indicate that the cluster discusses earthquake
phenomena. Dominated by “gempa” (7.1%) and
“guncang” (4.8%), this cluster links seismic
activities with regional mentions such as Maluku
and Sulawesi. The TF-IDF weight for “episentrum”
(0.034) suggests a technical orientation in the
discourse, integrating both pu.blic reactions and

scientific parameters [29] .
Word Cloud for Cluster 2

gegara .

Angin Kencan
d]a 5 Rumah: 'S
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iterjang Angin
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Source : (Research Results, 2025)
Figure 8. WordCloud For Cluster 2

1Rusak Diterjang

The Cluster 2 word cloud shown in Figure 8
highlights topics related to strong winds or
tornadoes, characterized by terms such as
“damaged,” “struck,” and “residents”. Key terms like
“angin” (5.9%) and “rusak” (4.2%) reveal a focus on
wind-induced damage. The inclusion of place names
(Ciamis, Cimahi, Tasikmalaya) shows localized
incident reporting. Compared with Wang et al.
(2024), the frequency distribution suggests that
damage-oriented narratives (45% of top terms)
dominate over general event descriptions,
highlighting social and infrastructural impacts [26].

Word Cloud for Cluster 3 )
‘ Orang Jewas ":’.i,.‘K'\“Tlerj ang
3 ecamatan
/ ang d_a n

Rumah: L
T;;dampak Banjera nJ l BT”"K?‘M
Wa rga Banjlr Longsor

Terjebak

» «

Korban

Sungai

. Anak
Source : (Research Results, 2025)

Figure 9. WordCloud For Cluster 3 about Strong
Winds / Tornadoes

Cluster 3 as shown in Figure 9 captures
discussions on flooding disasters, as reflected by
dominant terms such as “flood,” ‘residents,”
“houses,” “affected,” and “submerged.” Words like
“bandang” and “terjang” denote the severity of the
flood, while “killed,” “missing,” and “evacuated”
reveal human and infrastructural impacts. With
“banjir” showing the highest frequency (8.3%), this

@ o
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cluster demonstrates concentrated discussions on
flood events and their impacts. Terms like
“terendam” (4.5%) and “hanyut” (3.8%) strengthen
the focus on severity. The flood narrative integrates
both the event phase and post-event response,
consistent with the work of Tounsi et al [25].
Word Cloud for Cluster 4
di=Sukabumi Be Lewotobl Lakl Alam

Warga

uaca Ekstrem

1 N3

o Waspada i
danxﬂ£5ukabumlé
Gempa lfe f

TerdaiRaQUNUNEE L EWOTOD i

Source : (Research Results, 2025)
Figure 10. WordCloud For Cluster 4 about
Lewotobi Volcanic Eruption

Jalar

Finally, Cluster 4 (Figure 10) pertains to the
Lewotobi volcanic eruption in East Flores, Nusa
Tenggara Timur. Terms such as “mountain,”
“Lewotobi,” “eruption,” and “vulkanik” indicate
volcanic activity, while ‘“residents,” “victims,”
“affected,” “evacuation,” and “tanggap darurat”
illustrate the emergency response and mitigation
phases. The terms “Lewotobi” (6.5%) and “erupsi”
(5.1%) dominate, highlighting the event’'s
specificity. Words such as “evakuasi” (3.9%) and
“tanggap darurat” (2.7%) demonstrate the
transition from hazard occurrence to mitigation and
emergency response. This dual-phase theme (event
+ response) aligns with Indrani et al. (2023).

Overall, while previous studies (Tounsi et
al,, 2023; Fauzietal, 2021; Huang et al,, 2022; Wang
et al,, 2024] have demonstrated that clustering can
effectively group disaster-related text by event type,
this study extends the discussion by capturing
multi-level thematic differentiation from event type
to response actions and regional specificity [25],
[26], [28], [30]. Such results highlight the potential
of clustering models in semantic representation of
disaster narratives, particularly within the
Indonesian linguistic and geographic context,
providing new insights for information extraction
and disaster management communication.

CONCLUSION

This study demonstrated the effectiveness
of combining Sentence-BERT (SBERT) embeddings
with the HDBSCAN clustering algorithm in
identifying semantic patterns and topic structures
within disaster-related news articles from
Detik.com. The evaluation results revealed that
HDBSCAN achieved the best overall performance,
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with the highest Silhouette Score (0.215), the lowest
Davies-Bouldin Index (1.557), and a high Coherence
Score (0.8669). These metrics indicate that the
clusters produced were well-separated and
semantically coherent, confirming the suitability of
the SBERT-HDBSCAN framework for disaster news
analysis. Nonetheless, several limitations should be
acknowledged. The dataset was limited to news
articles from a single source (Detik.com), which may
introduce source bias due to specific editorial styles,
linguistic patterns, and reporting priorities unique
to that platform. Such bias could lead to an
overrepresentation of particular disaster narratives
or regions, thereby reducing the model’s ability to
generalize to broader media ecosystems. For
instance, disaster coverage in other outlets (e.g,
Kompas, CNN Indonesia) or on social media
platforms may employ different vocabulary,
sentiment, or framing, potentially resulting in
divergent clustering outcomes. Moreover, the
model did not explicitly address the imbalanced
distribution of disaster types and temporal
variations in reporting frequency, which might
influence topic salience and inter-cluster
relationships. Despite these constraints, the
findings underscore the practical potential of this
approach for real-world disaster management
applications. Automated clustering of disaster-
related news can enhance early warning systems,
support rapid situational awareness, and assist
authorities in monitoring media coverage and
public discourse during crisis events. Furthermore,
this framework can be integrated into disaster
information dashboards to improve data-driven
decision-making. Future research should extend
this work by incorporating multi-source datasets
from various news platforms and social media to
improve representativeness and minimize bias. In
addition, applying temporal and geospatial
modeling would enable a deeper understanding of
how disaster topics evolve over time and across
regions. Integrating sentiment analysis or event
extraction  techniques could also enrich
interpretability and operational value, contributing
to the development of comprehensive, real-time
disaster.
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