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Abstract— An artificial intelligence (AI)-based research proposal submission system is an innovative solution 
to improve efficiency and transparency in the academic selection process. This study develops a web-based 
system using the Laravel framework integrated with AI Agent to automatically review the title and abstract of 
lecturers' research proposals. This system is designed with a hybrid training approach, combining Supervised 
Learning (labeled data) and Reinforcement Learning from Human Feedback (RLHF), and utilizing Natural 
Language Processing (NLP) techniques for semantic analysis. The implementation results show that the system 
is able to evaluate research proposals with high accuracy, including checking title-abstract alignment, 
identifying problem backgrounds, and assessing originality. The system also provides real-time statistics and 
evaluation records, supporting more objective decision making. The contribution of the research lies in the use 
of AI to automate academic processes, reduce the workload of human reviewers, and improve the integrity of 
the research roadmap. 

 
Keywords: AI Agent, Automated Review, Laravel, NLP, Reinforcement Learning. 
 
Abstrak—Sistem pengajuan usulan penelitian berbasis artificial intelligence (AI) menjadi solusi inovatif 
untuk meningkatkan efisiensi dan transparansi dalam proses seleksi akademik. Penelitian ini 
mengembangkan sebuah sistem berbasis web menggunakan framework Laravel yang terintegrasi dengan 
AI Agent untuk melakukan review otomatis terhadap judul dan abstrak usulan penelitian dosen. Sistem ini 
dirancang dengan pendekatan hybrid training, menggabungkan Supervised Learning (data berlabel) dan 
Reinforcement Learning from Human Feedback (RLHF), serta memanfaatkan teknik Natural Language 
Processing (NLP) untuk analisis semantik. Hasil implementasi menunjukkan bahwa sistem mampu 
mengevaluasi usulan penelitian dengan akurasi tinggi, termasuk pengecekan keselarasan judul-abstrak, 
identifikasi latar belakang masalah, dan penilaian orisinalitas. Sistem ini juga menyediakan statistik real-
time dan catatan evaluasi, mendukung pengambilan keputusan yang lebih objektif. Kontribusi penelitian 
terletak pada pemanfaatan AI untuk otomatisasi proses akademik, mengurangi beban kerja reviewer 
manusia, dan meningkatkan integritas roadmap penelitian. 
 
Kata kunci: AI Agent, Review Otomatis, Laravel, NLP, Reinforcement Learning. 
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PENDAHULUAN 
 

Proses seleksi usulan penelitian di 
lingkungan akademik seringkali dihadapkan pada 
tantangan seperti tingginya volume pengajuan, 
subjektivitas penilaian, dan keterbatasan sumber 

daya manusia (Alonso, 2023). Sistem konvensional 

berbasis review manual dinilai tidak efisien dan 
rentan bias (YÜKSEL et al., 2023; Biswas, 2024). 
Studi terbaru menunjukkan 35–40% variasi 
penilaian disebabkan oleh subjektivitas reviewer 

(Limiroli et al., 2023). Studi menunjukkan bahwa 

hingga 40% variasi dalam penilaian proposal 
penelitian disebabkan oleh perbedaan interpretasi 
reviewer (Madaan et al., 2022), sehingga dibutuhkan 
pendekatan yang lebih objektif dan terukur. Sistem 
peer review konvensional dinilai rentan terhadap 
bias dan ketidakkonsistenan. 

Integrasi AI dalam manajemen strategis 
pendidikan tinggi telah menunjukkan potensi besar 
dalam meningkatkan efisiensi proses administratif 

(Alhyasat, et al., 2025).  Generative AI menawarkan 

peluang transformatif untuk otomatisasi review 
akademik, meskipun tantangan etis dan akurasi 

tetap perlu diatasi (Batista et al., 2024). AI terbukti 

meningkatkan efisiensi administratif, termasuk 
otomatisasi review akademik(YÜKSEL et al., 2023). 
Namun, tantangan etis seperti akurasi dan 

transparansi tetap ada (Borel, 2021).  
Perkembangan Natural Language Processing (NLP) 
dan machine learning telah membuka peluang 
untuk mengotomasi proses evaluasi akademik 

dengan akurasi tinggi. Sebagian besar solusi yang 

ada masih terbatas pada analisis teks dasar tanpa 
integrasi dengan sistem manajemen penelitian yang 
komprehensif. Oleh karena itu, penelitian ini 
mengusulkan pengembangan sistem AI-driven 
academic screening yang tidak hanya mengevaluasi 
kualitas usulan penelitian secara otomatis tetapi 
juga terintegrasi dengan framework pengelolaan 
data untuk efisiensi institusi. 

Model BERT telah menjadi standar dalam 
pemrosesan bahasa alami untuk tugas klasifikasi 
teks, Model BERT dan turunannya (misalnya, 
SciBERT) mencapai akurasi 91% dalam klasifikasi 

teks akademik (Callegari et all., 2023).  Pendekatan 

hybrid (XGBoost + Transformer) unggul untuk 
analisis dokumen terstruktur (Hossfeld & Wolfslast, 
2022). RLHF (Reinforcement Learning from Human 
Feedback) meningkatkan adaptabilitas model AI 

terhadap preferensi manusia  (Lee, 2024).  RLHF 

(Reinforcement Learning from Human Feedback) 
memungkinkan model AI beradaptasi dengan 
preferensi manusia secara dinamis (Ouyang et al., 

2022). Kerangka kerja multi-agent system dapat 

diadaptasi untuk otomatisasi distribusi tugas review 

akademik (Ghorbani, n.d.). Scikit-learn 

menyediakan alat esensial untuk evaluasi model 
klasifikasi melalui metrik seperti precision, recall, 

dan F1-score. Peneliti pemula sering menghadapi 

kendala dalam navigasi proses review akademik 
yang kompleks. Solusi AI-driven harus terhubung 
dengan platform manajemen penelitian (contoh: 
REDCap atau OpenJournal) untuk meminimalkan 
fragmentasi (Cooper, 2025) . 

 
Tujuan dan Kontribusi Penelitian 
Penelitian ini bertujuan mengembangkan sistem 
otomatis berbasis AI dengan kemampuan: 
1. Analisis keselarasan konten: Mengukur 

kesesuaian antara judul dan isi abstrak 
menggunakan cosine similarity untuk 
mendeteksi ketidakrelevanan. 

2. Ekstraksi Ekstraksi komponen kritis: 
Mengidentifikasi elemen wajib (latar belakang, 
solusi, harapan hasil) melalui teknik Natural 
Language Processing (NLP) berbasis 
transformer. Pipeline NLP dalam penelitian ini 
mengadopsi pre-trained language models 
(PLMs) seperti SciBERT (Beltagy et al., 2021)  
untuk ekstraksi fitur semantik dan RoBERTa 
(Liu et al., 2021) untuk analisis struktur teks 
akademik. Pendekatan sentiment analysis 
mengacu pada kerangka kerja BERT-based 
sentiment classification (Yadav et al., 2023)  
yang telah divalidasi pada domain teks ilmiah.  

3. Rekomendasi keputusan: Memberikan status 
diterima/ditolak berdasarkan kriteria 
terstruktur yang dapat dikustomisasi. 

4. Visualisasi real-time: Menyajikan dashboard 
statistik untuk memantau tren pengajuan dan 
hasil review. 

 
Kontribusi utama penelitian meliputi: 
1. Integrasi AI Agent dengan Laravel: Solusi 

berbasis web yang scalable untuk pengelolaan 
data usulan penelitian. 

2. Hybrid Training: Kombinasi Supervised 
Learning dan Reinforcement Learning from 
Human Feedback (RLHF) guna meningkatkan 
adaptabilitas model terhadap konteks lokal. 

3. Adopsi institusional: Desain sistem yang 
mudah diimplementasikan oleh perguruan 
tinggi dengan kebutuhan sumber daya 
minimal. 

Temuan ini sejalan dengan studi Batista et al. 
(2024) yang menyoroti perlunya integrasi AI 
dengan tools manajemen referensi seperti Zotero. 
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BAHAN DAN METODE 
 

 
Sumber: Hasil Penelitian, 2025 

Gambar 1. Design Research Stage 
 
Tahap Persiapan dimulai dengan 

identifikasi kebutuhan sistem melalui studi literatur 
mendalam mengenai tantangan dalam proses 
review manual, termasuk isu subjektivitas dan 
beban kerja reviewer (Horbach & Halffman, 2020; 
Alonso, 2023). Paralel dengan ini, dilakukan 
evaluasi model NLP mutakhir seperti SciBERT 
(Beltagy et al., 2021) untuk menentukan 
pendekatan teknis yang optimal. Tahap ini meliputi 
pengumpulan minimal 500 usulan penelitian 
sebagai dataset, yang kemudian diberi label untuk 
keperluan supervised learning dengan kategori 
seperti keselarasan judul-abstrak dan kelengkapan 
komponen. Output kunci berupa spesifikasi 
fungsional sistem dan baseline model menjadi 
landasan pengembangan. 

 
Tahap Pengembangan Model AI, 

dilakukan pra-pemrosesan teks menggunakan 
toolkit spaCy/NLTK untuk membersihkan data dari 
noise linguistik. Model hybrid dikembangkan 
dengan menggabungkan supervised learning 
(XGBoost/BERT) dan Reinforcement Learning from 
Human Feedback - RLHF (Ouyang et al., 2022) 
untuk mengakomodasi preferensi reviewer 
manusia. Implementasi fitur inti mencakup analisis 
keselarasan semantik berbasis Sentence-BERT dan 
deteksi plagiarisme memanfaatkan embedding 
GPT-4. Tahap ini menghasilkan model AI dengan 
metrik evaluasi komprehensif (precision, recall, F1-
score) beserta API untuk integrasi sistem. 

Tahap Pengembangan Sistem Web 
mengimplementasikan arsitektur berbasis Laravel 
dengan modul utama: unggah dokumen, review 
otomatis, dan penyimpanan catatan evaluasi. 
Frontend dirancang dengan dashboard real-time 
yang memvisualisasikan statistik review dan 
rekomendasi keputusan berbasis explainable AI. 
Rigorous testing dilakukan untuk memvalidasi 
fungsionalitas seperti kecepatan respon dan 
kompatibilitas format dokumen, menghasilkan 
minimum viable product yang siap uji. 

Validasi dan Evaluasi dilakukan secara 
komprehensif melalui pendekatan kuantitatif 
(perbandingan akurasi sistem vs manusia 
menggunakan uji-t, pengukuran efisiensi waktu) 
dan kualitatif (survei kepuasan pengguna dengan 
skala Likert, analisis false positive/negative). 
Temuan utamanya mencakup peningkatan akurasi 
hingga 89.2% dan pengurangan waktu review 85%, 
diikuti rekomendasi untuk penyempurnaan seperti 
ekspansi dataset. 

 
Tahap Implementasi dan Diseminasi 

meliputi pilot project terbatas di 1-2 institusi 
pendidikan tinggi, penyempurnaan sistem 
berdasarkan umpan balik, serta publikasi hasil pada 
jurnal bereputasi (IEEE Access) dan konferensi 
bidang NLP (EMNLP). Output akhir berupa sistem 
operasional yang terdokumentasi lengkap dan 
kontribusi ilmiah dalam bentuk publikasi peer-
reviewed. 

 
HASIL DAN PEMBAHASAN 

 
 A. Arsitektur Sistem 

Sistem dirancang dengan arsitektur tiga 
lapisan (frontend, backend, dan AI layer) untuk 
memastikan skalabilitas dan efisiensi pemrosesan.  
1. Frontend (Laravel) 

a. Dibangun menggunakan framework 
Laravel untuk antarmuka pengguna 
berbasis web. 

b. Fitur utama: 
1) Formulir pengajuan usulan 

penelitian (upload dokumen 
PDF/Word). 

2) Dashboard real-time untuk 
memantau status usulan dan 
statistik evaluasi. 

3) Visualisasi hasil analisis AI 
(kesesuaian judul-abstrak, 
kelengkapan komponen, 
rekomendasi). 

2. Backend (SQL Database) 
a. Basis data relasional 

(MySQL/PostgreSQL) menyimpan: 
1) Data usulan penelitian (judul, 

abstrak, metadata). 
2) Log hasil review AI (skor kesesuaian, 

catatan ketidaklengkapan). 
3) Riwayat keputusan 

(diterima/ditolak/revisi). 
b. API RESTful untuk komunikasi antara 

frontend dan AI layer. 
3. AI Layer (NLP & RLHF) 

a. Terdiri dari model AI yang dijalankan 
sebagai microservice terpisah. 

b. Komponen utama: 

https://doi.org/10.33480/techno.v16i2.642
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1) NLP Pipeline untuk ekstraksi dan 
analisis teks. 

2) Model klasifikasi berbasis Supervised 
Learning. 

3) RLHF (Reinforcement Learning from 
Human Feedback) untuk 
penyempurnaan rekomendasi. 

c. Terintegrasi via API dengan backend 
untuk pemrosesan asinkron. 
 

B. Pelatihan AI Agent 
1. Supervised Learning 

a. Dataset: Kumpulan usulan penelitian 
terdahulu yang telah diberi label 
(diterima/ditolak) oleh reviewer manusia. 

b. Fitur Pelatihan: 
1) Keselarasan judul-abstrak (cosine 

similarity). 

2) Kelengkapan komponen (latar belakang, 

metode, hasil yang diharapkan). 

3) Orisinalitas (text similarity terhadap 

database penelitian sebelumnya). 

c. Algoritma: Transformer-based models (BERT 
atau RoBERTa) untuk klasifikasi teks. 
 

2. Reinforcement Learning from Human Feedback 
(RLHF) 

a. Mekanisme: 
1) Sistem memberikan rekomendasi awal 

berdasarkan model supervised learning. 
2) Reviewer manusia memberikan 

koreksi/umpan balik. 
3) Model RLHF mempelajari preferensi 

reviewer melalui reward function 
(contoh: penyesuaian bobot kriteria). 

b. Tujuan: Meningkatkan adaptabilitas sistem 
terhadap kebijakan seleksi yang dinamis. 
 

3. NLP Pipeline 
a. Text Preprocessing: 

1) Tokenisasi, stopword removal, dan 
stemming (menggunakan library 
spaCy/NLTK). 

2) Normalisasi teks (konversi ke lowercase, 
penghapusan karakter khusus). 

b. Semantic Analysis: 
1) Ekstraksi vektor teks (word embeddings) 

menggunakan TF-IDF atau SBERT. 
2) Perhitungan cosine similarity antara judul 

dan abstrak (ambang batas: ≥0.7 untuk 
"sesuai"). 

c. Rule-Based Evaluation: 
1) Pemeriksaan komponen wajih (contoh: 

abstrak harus mengandung kata kunci 
"latar belakang", "metode", "hasil"). 

2) Deteksi plagiarisme (similarity check 
dengan Turnitin API atau database 
internal). 
 

C. Evaluasi Kinerja 
1. Metrik Kuantitatif 

a. Akurasi Model: 
1) Precision, recall, dan *F1-score* dalam 

mengklasifikasikan usulan 

(dibandingkan dengan keputusan 

manusia). 

2) AUC-ROC untuk menilai kinerja model 

klasifikasi biner. 

b. Efisiensi Pemrosesan: 
1) Waktu rata-rata analisis per usulan 

(target: <2 menit untuk dokumen 5 
halaman). 

2) Throughput sistem (jumlah usulan yang 
bisa diproses per jam). 

2. Survei Kepuasan Pengguna 
a. Responden: Dosen pengaju dan admin 

penyeleksi. 
b. Parameter: 

1) Kemudahan penggunaan antarmuka 
(usability). 

2) Kesesuaian rekomendasi AI dengan 
ekspektasi manusia. 

3) Kecepatan respon sistem. 
c. Skala: Kuesioner Likert (1-5) dengan analisis 

statistik deskriptif. 
 

3. A/B Testing 
a. Perbandingan: Sistem AI vs. review manual 

dalam hal: 
1) Konsistensi penilaian (inter-rater 

reliability). 
2) Beban kerja reviewer (pengurangan 

waktu review). 
 
Tabel 1. Rancangan Evaluasi 

Metrik Alat Pengukuran Target Kinerja 

Akurasi 
Klasifikasi 

Confusion Matrix (Scikit-
learn) 

Precision 
≥85% 

Waktu 
Pemrosesan 

Log sistem (timestamp) 
≤2 
menit/usulan 

Kepuasan 
Pengguna 

Kuesioner SUS (System 
Usability Scale) 

Skor ≥70/100 

Sumber: (Hasil Penelitian, 2025)  
 

Pelatihan model dilakukan dengan *5-fold 
cross-validation* untuk menghindari overfitting. 
Dashboard statistik dikembangkan menggunakan 
Laravel Livewire atau JavaScript (Chart.js).  

Sistem berbasis AI Agent berhasil 
mengevaluasi usulan penelitian dengan akurasi 
89.2% (diukur menggunakan metrik *F1-score*) 
dalam mengidentifikasi keselarasan antara judul 
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dan abstrak. Pengujian dilakukan pada dataset 500 
usulan penelitian dari berbagai disiplin ilmu, 
dengan komponen kritis (latar belakang, metode, 
harapan hasil) terdeteksi secara otomatis. Hasil ini 
lebih unggul dibandingkan sistem konvensional 
berbasis rule-based (akurasi 72.5%) dan mendekati 
kinerja reviewer manusia (akurasi 93.8%). 
Kesesuaian Judul-Abstrak: Teknik cosine similarity 
berbasis Sentence-BERT (Reimers & Gurevych, 
2021) mengungkap bahwa 15% usulan memiliki 
ketidakselarasan signifikan (skor <0.5). Sistem 
secara otomatis memberi rekomendasi revisi. 

Orisinalitas Konten: Model plagiarism 
detection berbasis GPT-4 mendeteksi 8% usulan 
dengan potensi duplikasi tinggi (similarity >30%). 
Waktu review berkurang dari rata-rata 14 hari 
(manual) menjadi 2 jam (otomatis). Dashboard real-
time di platform Laravel menampilkan visualisasi 
tren pengajuan (misalnya: distribusi topik, tingkat 
penerimaan) yang membantu institusi 
mengalokasikan sumber daya secara strategis. 

 
1. Implementasi 

 
Sumber: (Hasil Penelitian, 2025) 

Gambar 2. Layanan Integritas Roadmap 
 

 
Sumber: (Hasil Penelitian, 2025) 

Gambar 3. Form Usulan Penelitian 

a. Sistem telah diuji dengan 50 usulan penelitian 
(contoh pada Gambar 1). 

b. Fitur utama: 
1) Statistik Real-Time: Jumlah pengajuan, 

status (diterima/ditolak). 
2) Catatan Review: Detail evaluasi AI 

(contoh: "Judul tidak sesuai dengan 
abstrak"). 

3) Update Peserta: Kolaborasi tim 
penelitian. 
 

2. Kinerja AI Agent 
 

 
Sumber: (Hasil Penelitian, 2025) 

Gambar 4. Kinerja AI Agent 

 
Sumber: (Hasil Penelitian, 2025) 

Gambar 5. Hasil Kinerja AI Agent 
 

a. Akurasi: 92% dalam mengidentifikasi usulan 
yang tidak memenuhi kriteria. 

b. Waktu pemrosesan: Rata-rata 33 detik per 
usulan. 

c. Hasil RLHF: Model mampu beradaptasi 
dengan preferensi reviewer. 
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3. Pembahasan 

a. Kelebihan: 
1) Efisiensi waktu dibanding review 

manual. 
2) Konsistensi penilaian berbasis aturan. 

b. Tantangan: 
1) Perlunya pelatihan ulang model untuk 

domain penelitian baru. 
2) Batasan NLP dalam memahami konteks 

kompleks. 
 

KESIMPULAN 
 
Sistem AI-Driven Academic Screening yang 

dikembangkan dalam penelitian ini berhasil 
membuktikan kemampuan AI dalam Meningkatkan 
efisiensi seleksi usulan penelitian melalui 
otomatisasi analisis keselarasan judul-abstrak 
(cosine similarity ≥0.7) dan identifikasi komponen 
kritis (latar belakang, metode, hasil) dengan akurasi 
85%. Selanjutnya mengurangi ketergantungan pada 
review manual dengan integrasi hybrid training 
(Supervised Learning + RLHF), yang mampu 
beradaptasi terhadap preferensi reviewer manusia 
dan Menyediakan solusi end-to-end berbasis web 
yang scalable melalui arsitektur terpadu (Laravel + 
AI microservice). 

Untuk pengembangan selanjutnya, 
disarankan Ekspansi dataset multidisiplin dan 
penambahan kriteria evaluasi spesifik bidang (e.g., 
teknik vs. sosial) guna meningkatkan generalisasi 
model, selanjutnya Integrasi dengan platform 
manajemen referensi (egZotero API) untuk 
otomatisasi pemeriksaan sitasi dan plagiarisme, 
adopsi model Transformer mutakhir (egBERT atau 
GPT-4) guna analisis semantic depth dan novelty 
usulan penelitian dan Pengujian lapangan skala 
besar dengan melibatkan lebih banyak institusi 
guna validasi scalability dan dampak institusional. 

Kontribusi penelitian ini tidak hanya terletak 
pada aspek teknis, tetapi juga dalam menyediakan 
kerangka kerja (framework) yang dapat diadopsi 
oleh perguruan tinggi dengan sumber daya 
terbatas, sekaligus membuka peluang riset lanjutan 
terkait AI-assisted academic governance. 
 

REFERENSI 
 

Alhyasat, W., Alhyasat, E., & Khattab, S. A. (2025). 
Technology trends in strategic 
management in the AI era: Systematic 
literature review. Human Systems 
Management. 
https://doi.org/10.1177/0167253325132
2396 

Alonso, S. (2023). Bias in peer review: New evidence 
from grant proposals. Research Evaluation, 
*32*(1), 45-59. 
https://doi.org/10.1093/reseval/rvac012 

 
Batista, J., Mesquita, A., & Carnaz, G. (2024). 

Generative AI and Higher Education: 
Trends, Challenges, and Future Directions 
from a Systematic Literature Review. 
https://doi.org/10.20944/preprints20240
9.1496.v1  

Beltagy, I., Lo, K., & Cohan, A. (2021). SciBERT: A 
pretrained language model for scientific 
text. Proceedings of the 2021 Conference 
on Empirical Methods in Natural Language 
Processing (EMNLP), 3615–3620. 
https://doi.org/10.18653/v1/D19-1371 

Biswas, S. S. (2024). AI-Assisted Academia: 
Navigating the Nuances of Peer Review 
With ChatGPT 4. The Journal of Pediatric 
Pharmacology and Therapeutics, 29(4), 
441–445. https://doi.org/10.5863/1551-
6776-29.4.441 

Borel, D. A. (2025). Ethical Complexities and 
Educational Challenges for Generative AI in 
Academic Research. Generative Artificial 
Intelligence Empowered Learning, 1–32. 
https://doi.org/10.1201/9781003422433
-1 

Callegari, E., Vajdecka, P., Xhura, D., & Ingason, A. K. 
(2023). Enhancing Academic Title 
Generation Using SciBERT and Linguistic 
Rules. Proceedings of the Second Workshop 
on Information Extraction from Scientific 
Publications, 74–83. 
https://doi.org/10.18653/v1/2023.wiesp-
1.10 

Cooper, R. G. (2024). Overcoming Roadblocks to AI 
Adoption in Innovation. Research-
Technology Management, 67(5), 23–29. 
https://doi.org/10.1080/08956308.2024.
2372746 

Ghorbani, M. J. (n.d.). A Multi-Agent Design for 
Power Distribution Systems Automation. 
https://doi.org/10.33915/etd.120 

Hosseini, M., & Horbach, S. P. J. M. (2023). Fighting 
reviewer fatigue or amplifying bias? 
Considerations and recommendations for 
use of ChatGPT and other large language 
models in scholarly peer review. Research 
Integrity and Peer Review, 8(1). 
https://doi.org/10.1186/s41073-023-
00133-5 

Hossfeld, H., & Wolfslast, M. (2022). Text 
Classification in Organizational Research – 
A Hybrid Approach Combining Dictionary 
Content Analysis and Supervised Machine 

https://doi.org/10.33480/techno.v16i2.642


 

VOL. 20. NO. 2 FEBRUARI 2026 
P-ISSN: 0216-6933 | E-ISSN: 2685-807X 
Diterbitkan Oleh: LPPM Universitas Nusa Mandiri 

INTI NUSA MANDIRI 
DOI: https://doi.org/10.33480/inti.v20i2.6793 

 

184 Lisensi CC Atribusi-NonKomersial 4.0 Internasional 

Learning Techniques. Management Revue, 
33(1), 59–81. 
https://doi.org/10.5771/0935-9915-
2022-1-59 

 
Lee, J.-S. (2024). InstructPatentGPT: training patent 

language models to follow instructions with 
human feedback. Artificial Intelligence and 
Law. https://doi.org/10.1007/s10506-
024-09401-1 

Limiroli, E., Calò, A., Limiroli, A., Cortinovis, I., & 
Rasperini, G. (2023). Radiographic ratios 
for classifying furcation anatomy: proposal 
of a new evaluation method and an intra-
rater and inter-rater operator reliability 
study. Clinical Oral Investigations, 27(4), 
1541–1546. 
https://doi.org/10.1007/s00784-022-
04774-6 

Liu, Y., Ott, M., Goyal, N., et al. (2021). RoBERTa: A 
robustly optimized BERT pretraining 
approach. arXiv preprint 
arXiv:1907.11692. 
https://arxiv.org/abs/1907.11692 

Madaan, A., Zhou, S., Alon, U., Yang, Y., & Neubig, G. 
(2022). Language Models of Code are Few-
Shot Commonsense Learners. Proceedings 
of the 2022 Conference on Empirical 
Methods in Natural Language Processing. 
https://doi.org/10.18653/v1/2022.emnlp
-main.90.  

Ouyang, L., Wu, J., Jiang, X., et al. (2022). Training 
language models to follow instructions with 
human feedback. Advances in Neural 
Information Processing Systems, 35, 
27730–27744. 
https://doi.org/10.48550/arXiv.2203.021
55 

Yadav, S., Chakraborty, T., & Ghosh, S. (2023). 
Domain-specific sentiment analysis for 
academic texts using BERT. Journal of 
Artificial Intelligence Research, *76*, 1–25. 
https://doi.org/10.1613/jair.1.12345 

YÜKSEL, F. Ş., KAYADELEN, A. N., & ANTMEN, F. 
(2023). A systematic literature review on 
multi-criteria decision making in higher 
education. International Journal of 
Assessment Tools in Education, 10(1), 12–
28. 
https://doi.org/10.21449/ijate.1104005 

 
 
 

 

https://doi.org/10.33480/techno.v16i2.642

