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Abstract—Today, the use of e-mail, especially for formal online communication, is still often done. There is one 
common problem faced by e-mail users, which is the frequent receiving of spam messages. Spam messages are 
generally in the form of advertising or promotional messages in bulk to everyone. Of course this will cause 
inconvenience for people who receive the SPAM message. SPAM e-mails can be interpreted as junk messages or 
junk mail. So that spam has the nature of sending electronic messages repeatedly to the owner of the e-mail. 
This is abuse of the messaging system. One way to solve the spam problem is to identify spam messages for 
automatic message filtering. Several machine learning based methods are used to classify spam messages. In 
this study, a comparison was made between several kernel functions (i.e., linear, degree 1 polynomial, degree 
2 polynomial, degree 3 polynomial, and RBF) of the SVM method to get the best SVM model in identifying spam 
messages. The evaluation results based on the Kaggle 1100 dataset showed that the best model were the SVM 
model with a linear kernel function and a degree 1 polynomial, where both models returned Precision = 0.99, 
Recall = 0.99, and F1-Score = 0.98. On the other hand, the RBF kernel produced lower performance in terms of 
Precision, Recall, and F1-Score of 0.95, 0.95, and 0.94, respectively. 

 
Keywords: Spam, SVM, Kernel Function, Classification. 
 
Intisari—Dewasa ini, penggunaan e-mail, khususnya untuk komunikasi formal secara online, masih sering 
dilakukan. Ada satu masalah umum yang dihadapi oleh pengguna e-mail, yaitu seringnya menerima pesan 
spam. Pesan spam umumnya berupa pesan iklan atau promosi secara massal kepada semua orang. Tentu hal 
ini akan menimbulkan ketidaknyamanan bagi orang yang menerima pesan SPAM tersebut. e-mail SPAM dapat 
diartikan sebagai pesan sampah atau junk mail. Sehingga spam memiliki sifat mengirimkan pesan elektronik 
secara berulang-ulang kepada pemilik e-mail tersebut. Ini adalah penyalahgunaan sistem pesan. Salah satu 
cara untuk mengatasi masalah spam adalah dengan mengidentifikasi pesan spam untuk pemfilteran pesan 
otomatis. Beberapa metode berbasis pembelajaran mesin digunakan untuk mengklasifikasikan pesan spam. 
Pada penelitian ini dilakukan perbandingan antara beberapa fungsi kernel (yaitu linear, polinomial derajat 
1, polinomial derajat 2, polinomial derajat 3, dan RBF) dari metode SVM untuk mendapatkan model SVM 
terbaik dalam mengidentifikasi pesan spam. Hasil evaluasi berdasarkan dataset Kaggle 1100 menunjukkan 
bahwa model terbaik adalah model SVM dengan fungsi kernel linier dan polinomial derajat 1, dimana kedua 
model mengembalikan Precision = 0.99, Recall = 0.99, dan F1-Score = 0.98. Di sisi lain, kernel RBF 
menghasilkan kinerja yang lebih rendah dalam hal Precision, Recall, dan F1-Score masing-masing sebesar 
0,95, 0,95, dan 0,94. 
 
Kata Kunci: Spam, SVM, Fungsi Kernel, Klasifikasi.. 
 
 

INTRODUCTION 
 
 Today, the use of e-mail, especially for 
formal online communication, is still often done. 
There is one common problem faced by e-mail 
users, which is the frequent receiving of spam 
messages. Spam messages are generally in the form 
of advertising or promotional messages in bulk to 
everyone.According to J. Clement as of December 

2019 the number of spam e-mails covered 57.26% 
of the total number of e-mails. Spam is often done 
for advertising, to get people who are spammed to 
reply to the message, or to annoy people who are 
spamming. For this reason, an identification of spam 
is needed to filter out Spam. 
 Identification is a specifik task of 
classification. One approach that usually used to do 
classification is the machine learning-based 

https://if.unud.ac.id/


98 

VOL. 8. NO. 2 FEBRUARY 2022 
. 

DOI: 10.33480 /jitk.v8i2.2463 
 

 

 

method. There have been many studies used 
machine learning-based spam classification [1]–[6]. 
 A machine learning has the advantage that 
it is easy to implement and good for high-
dimensional data. However, it has the disadvantage 
of requiring unbiased and large amounts of data. In 
addition, adjusting parameters and complexity of 
the model is needed to select the best model.  

In this research, a machine-learning based 
methode namely SVM is used to classify e-mail into 
two classes (i.e., Spam and not Spam). The aim of 
this reasearh is to select the best SVM model by 
comparing some kernel function of the SVM 
method, besides the parameters. 

Several studies [7]–[10] used SVM for spam 
classification. [7] compared KNN, linear kernel SVM 
and RBF kernel SVM method. In this study, it was 
found that the KNN method at k=3 produced the 
best accuracy of 92.28% while the best accuracy in 
the SVM method was obtained using the SVM linear 
kernel with an accuracy of 96.6%. It can be 
concluded that the SVM method is better than KNN. 
[8] compared the Naive Bayes method and the SVM 
method with the RBF kernel to identify Instagram 
comment spam. The results showed that the SVM 
method produced an accuracy of 78.49%, which is 
better than the Naive Bayes method which 
produced an accuracy of 77.25%. 

Other study [9] proposed a combination of 
KNN and SVM method. It used KNN-based sampling 
strategy to find close neighbors to improve the 
performance of the SVM method. The results of the 
study based on publicly available dataset (Dredze) 
showed the accuracy increased to about 98%. [10] 
proposed a new spam detection method that 
effective in distinguishing spam from its content. 
During classifying the dataset, the proposed 
classifier obtained a classification accuracy of 95.32 
percent. 

In this study several kernel functions (i.e., 
Linear, Polynomial, and RBF) were investigated to 
obtain the best SVM model for classifying Spam e-
mails. Some experiments were conducted to 
determine the effect of parameter changes for each 
kernel function. The SVM performance was 
measured using the Precision, Recall, and F-
Measure metrics. 

 
MATERIALS AND METHODS 

  
Research Steps 
 The general flow of this research starts 
from collecting raw data, then data preprocessing 
(i.e., tokenization, case folding, stop word removal, 
and stemming), then TF-IDF weighting, training 
each SVM with various kernels, and finally, 
evaluating the best SVM. model for each kernel. 
 

Data Collection 
 The e-mail dataset was collected from  
https://www.kaggle.com/datasets/venky73/spam
-mails-dataset which contains both spam and non-
spam e-mails extracted from the e-mail body. The 
total number of 1100 data was 550 Spam data and 
550 non-Spam data, of which 1000 data  were used 
as training data (i.e., to select the best model of each 
kernel), and 100 data are used for testing (i.e., to 
evaluate the best model). The feature data used was 
word frequency. The data was in the form of text in 
.csv format. An example of a non-Spam e-mail and a 
Spam e-mail can be seen in Figure 1 and Figure 2, 
respectively. 

 
0 Subject: research  mike ,  vince and i are eager to see if our 
group can play a role in helping you in  your development work 
using some combination of the or experts in our group  and the 
resources to which we have access at stanford .  can we get 
together for a short planning session when you are next in  
houston ? please let me know your schedule , or have your 
assistant coordinate  a time with vince ' s assistant , shirley 
crenshaw ( x 35290 ) .  thanks ,  stinson 

Figure 1. An Example of Non-Spam e-mail 
 

1 Subject: having problems in bed ? we can help !  cialis allows 
men to enjoy a fully normal sex life without having to plan the 
sexual act .  if we let things terrify us , life will not be worth living 
.  brevity is the soul of lingerie .  suspicion always haunts the 
guilty mind . 

Figure 2. An Example of Spam e-mail 
 
TF-IDF Weighting 

The term weighting with TF-IDF starts by 
calculating the term frequency (tf). After that, a 
temporary weight calculation is carried out with 
equation (1) and Wf is obtained. To reduce the value 
of terms that occur frequently, the document 
frequency (df) of the term is calculated, followed by 
the calculation of the inverse-document frequency 
(idf) by equation (2). To get the tf-idf weight, the 
calculation is carried out according to equation (3) 
and the result is a term weight matrix. The results of 
this weighting will be used in the classification 
process with the SVM method. 
 Calculate term frequency (tf) by calculating 
the frequency of terms in the document and term 
weight (Wf) . 
 

Wft,d = {
1 + 𝑙𝑜𝑔𝑡𝑓𝑡, 𝑑, 𝑗𝑖𝑘𝑎𝑓𝑡,𝑑 > 0

0, 𝑗𝑖𝑘𝑎𝑓𝑡,𝑑 ≤ 0
 ....................... (1) 

 
With Wft,d is for weigh term t in document d, tf is 
for term frequency. 

Calculate the document frequency (df) by 
calculating the frequency of the document where 
the term is located. Calculate the inverse document 
frequency (idf) [11]. 

 

https://www.kaggle.com/datasets/venky73/spam-mails-dataset
https://www.kaggle.com/datasets/venky73/spam-mails-dataset
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idft = 𝑙𝑜𝑔
𝑁

𝑑𝑓𝑡
 ......................................................................... (2) 

 
With idft is the inverse document frequency for term 
t, dft is document frequency of term t, and N is total 
frequency of documents. 
Calculated the value of TF-IDF weighting [11]. 

 

Wtf-idft,d = 𝑊𝑓𝑡,𝑑 ∗ 𝑖𝑑𝑓𝑡  .................................................. (3) 

 
With Wtf-idf is the value of tf-idf weighting, Wf is the 
weight of term, and idf is inverse document 
frequency. 

 
Support Vector Machine (SVM) 

The Support Vector Machine (SVM) algorithm 
is a supervised learning method that produces an 
input-output mapping function from a series of 
training data that already has a label [12], [13]. 
Nonlinear kernel functions are often used to convert 
the input data to a high-dimensional feature space 
where the input data becomes more separable than 
the original input space. The algorithm of SVM used 
in this research is shown in Figure 3. 

 

 
Figure 3. The  flowchart of SVM 

 
 The SVM kernel used in this study were a 
polynomial, linear and RBF kernel using equation 
(4), (5), and (6), respectively [14]. 
Linear Kernel 

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑥𝑖
𝑇𝑥𝑗  .............................................................. (4) 

Polynomial Kernel 
 

K (xi, xj) = 𝑥𝑖
𝑇𝑥𝑗 + 𝐶𝑑  ..................................................... (5) 

RBF Kernel 

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾|𝑥𝑖 − 𝑥𝑗|
2
) , 𝛾 > 0 .............. (6) 

 
With K(xi, xj) is kernel fuction, xi is i-th data, xj is j-th 
data, C for slack variable, d for degree, and γ for 
learning rate.  
The steps in using the SVM method are as follows 
[6]: 
a. Initiation of parameters used such as λ and γ 

(error rate). 
b. Calculate the Hessian matrix. 

 

Dij = 𝑦𝑖𝑦𝑗(𝐾(𝑥𝑖 , 𝑥𝑗) + 𝜆2) ............................................. (7) 
 

With Dij is Hessian matrix value, yi is i-th class, yj is 
j-th class, and λ for error control. 
 
c. Starting from the 1st data to the nth data, do the 

calculation iterations. 
 

εi  = ∑ 𝛼𝑗𝐷𝑖𝑗
𝑛
𝑗=1  ................................................................... (8) 

δαi = 𝑚𝑖𝑛{𝑚𝑎𝑥[𝛾(1 − 𝜀𝑖), −𝛼𝑖], 𝐶 − 𝛼𝑖} ............. (9) 
αi   = 𝛼𝑖 + 𝛿𝛼𝑖  ................................................................... (10) 
 
With ε is error value and αi is support vector. 

d. From the previous calculation, the largest value 
of αi is sought and calculations are carried out 
to determine the bias. 

 ................................................................................................. (11) 
 
With b is for bias value. 
e. To find out the results of the sentiment analysis, 

the f(x) function is calculated. 

f(x) = ∑ 𝛼𝑖𝑦𝑖
𝑛
𝑖=0 𝐾(𝑥𝑖 , 𝑥) + 𝑏 ................................... (12)  

 
With f(x) is for classification function. 
 
Selecting the Best Model 

Model selection was done by adjusting the 
SVM parameters, namely learning rate (γ), error 
control (λ), and d (polynomial degree), for each 
kernel. The best model was determined by 
measuring the model's performance (i.e., F-
Measure). The highest F-Measure in each particular 
combination of kernel parameters was chosen as 
the best model for that kernel. 
 
 
Evaluation 

The best models of each kernel were 
evaluated based on 100 testing data. The evaluation 
metrics used were Precision, Recall, and F-Measure 
[15]. 
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RESULTS AND DISCUSSION 
 

The SVM Model Selection for Liner Kernel 
 
The Experiments of λ Changes  

Table 1 showed the results of the effect of λ 
changes to the results of the SVM classifier 
performance with linear kernel. The experiment 
was carried out with γ = 0.1. The B value was started 
from 0.01 and progressed to a value of 2. As can be 
seen, there were no changes in term of Precision, 
Recall, and F-Measure or the value of B has no effect 
on the linear kernel. 

 
Table 1.  Effect of  λ Changes in Linear Kernel 
λ Precision Recall F-Measure 

0,01 0.9913 0.991 0.9909 
0,1 0.9913 0.991 0.9909 

1 0.9913 0.991 0.9909 
2 0.9913 0.991 0.9909 

 
 The Experiments of γ Changes  

Table 2 showed the results of testing the 
effect of changing parameter γ on the results of SVM 
classifier performance with a linear kernel. The test 
was carried out with λ = 0.1 and γ started from 
0.0001 which was continued until γ = 0.1. As can be 
seen in Table 2, there was no change in the value of 
the performance measure (ie, Precision, Recall or N-
Measure). So, similar to change B, change γ has no 
effect on the linear kernel. 

 
Table 2. The Effect of γ Changes in Linear Kernel 

γ Precision Recall F-Measure 
0,0001 0.9913 0.991 0.9909 
0,001 0.9913 0.991 0.9909 

0,01 0.9913 0.991 0.9909 
0,1 0.9913 0.991 0.9909 

 
The Classification Result of SVM with 
Polynomial Kernel  
 The following were the results obtained 
from the classification using the SVM with 
polynomial kernel. The experiments was conducted 
using the 10-fold cross validation method. 

 
The SVM Model Selection for Degree 1 
Polynomial Kernel 
 
The Experiments of λ Changes 

Table 3 showed the results of testing the 
effect of λ canges to the results of the SVM classifier 
performance with a degree 1 polynomial kernel. 
The testing was carried out with γ = 0.1 and λ was 
started from 0.01 which continued until λ = 2. From 
Table 3, it can be seen that there were no change in 
the value of Precision, Recall and F-measure. The λ 
values has no effect on polynomial kernel of degree 
1. 

 
Table 3. Effect of λ Changes in degree 1 polynomial  

kernel 
λ Precision Recall F-Measure 

0,01 0.9923 0.992 0.9919 
0,1 0.9923 0.992 0.9919 

1 0.9923 0.992 0.9919 
2 0.9923 0.992 0.9919 

 
The Experiments of γ Changes 

Table 4 showed the results of testing, 
observing the effect of γ canges to the results of the 
SVM classifier with a degree 1 polynomial kernel. 
The test was carried out with λ = 0.1, and γ was 
started from 0.0001 which continued until 0.1. The 
best results was found at  γ = 0.001 with an average 
f-measure value of all folds of 0.9919 or 99.19%.  As 
can be seen in Figure 4, the greater the value of γ 
(learning rate), the lower the value of SVM 
performance, the evaluation results increase to a 
peak at 0.001, where after that it decreases. In 
addition, experiments also showed that a learning 
rate that was too small gived poor results. 

 
Table 4. Effect of γ Changes in degree 1 polynomial  

kernel 
γ Precision Recall F-Measure 

0,0001 0.942 0.933 0.9324 
0,001 0.9931 0.993 0.992 

0,01 0.9923 0.992 0.9919 
0,1 0.9913 0.991 0.9909 

 
The SVM Model Selection for Degree 2 
Polynomial Kernel 

 
The Experiments of  λ Changes 

Table 5 showed the results of the research 
on the effect of the value of γ changes to SVM 
classifier performance with a degree 2 polynomial 
kernel. The experiments was conducted with γ = 0.1 
and  λ  was started from 0.01 which continued to 2. 
The best result was found when l λ = 2 with an 
average F-Measure of all folds of 0.8568. Figure 5 
showed that the classification performance increase 
to a peak at λ = 2. Because the value of λ is a value 
that indicates the degree of importance of the 
occurrence of misclassification and the greater the 
value of λ, the smaller the error of classification that 
can be allowed.  

 
 

Table 5. Effect of Parameter λ in degree 2 
polynomial kernel 

λ Precision Recall F-Measure 
0,01 0.8592 0.8379 0.8347 
0,1 0.8592 0.8379 0.8347 

1 0.8548 0.845 0.8422 
2 0.8766 0.859 0.8568 
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The Experiments of γ Changes 
Table 6 showed the results of γ changes to 

the SVM classifier performance using a degree 2 
polynomial kernel. The experiments were carried 
out with λ = 2 and  γ was started from 0.0001 which 
continues to 0.1. The best result was found at  γ = 
0.01 with an average F-Measure value of all folds of 
0.8568. Figure 6 showed that the highest 
performance was at  γ = 0.1. Experiments also 
showed that a learning rate that was too small gave 
poor results. 

 
Table 6. Effect of γ Changes in Degree 2 Polynomial 

Kernel 
γ Precision Recall F-Measure 

0,0001 0.6616 0.544 0.4223 
0,001 0.8026 0.6839 0.6432 

0,01 0.8796 0.845 0.8384 
0,1 0.8766 0.859 0.8568 

 
 

The SVM Model Selection for Degree 3 
Polynomial Kernel 

 
The Experiments of  λ Changes 

Table 7 showed the results λ changes to SVM 
classifier performance with a degree 3 polynomial 
kernel. The experiments was conducted with γ = 0.1 
and λ was started from 0.01 which continued to 2. 
The best results were found when λ = 0.01 and λ  = 
0.1 with an average F-Measure value of all folds of 
0.9919.  As can be seen from Figure 7, the 
classification performance results were at their 
peak at = 0.01 and 0.01, after which they decreased. 
Because λ is the degree of importance of the 
occurrence of misclassification, then the greater the 
value of λ, the smaller the error of classification that 
can be allowed. In the classification model using a 
degree 3 polynomial kernel, overfitting started 
occured when  λ = 1 so that the classification results 
drop drastically. 

 
Table 7. Effect of λ Changes in Degree 3 Polynomial 

Kernel 
λ Precision Recall F-Measure 

0,01 0.7831 0.715 0.6939 
0,1 0.7831 0.715 0.6939 

1 0.772 0.692 0.6673 
2 0.752 0.693 0.6678 

 
The Experiments of γ Changes 
 Table 8 showed the results of the effect of  γ 
changes to the SVM classifier performance using a 
degree 3 polynomial kernel. The experiments were 
carried out with λ = 0.1 and γ was started from 
0.0001 which continued to 0.1. The best result was 
shown when γ = 0.01 with the average F-Measure 
value of all folds of 0.75. As can be seen from Figure 
7, that the classification performance result was at 

its peak at γ = 0.01 where after it has decreased. 
Experiments showed that a learning rate that is too 
small gives poor results. 
 
Table 8. Effect of γ Changes in Degree 3 Polynomial 

Kernel 
γ Precision Recall F-Measure 

0,0001 0.7127 0.548 0.4302 
0,001 0.7571 0.6 0.5249 

0,01 0.8252 0.763 0.75 
0,1 0.7831 0.715 0.6939 

 
The SVM Model Selection for RBF Kernel 

The following are the results obtained from the 
experiments using the SVM with RBF kernel. 
Experiments were conducted via the k-fold cross 
validation method with k = 10. 

 
The Experiments of  λ Changes 

Table 9 shows the results of the study on the 
effects of the λ changes to the SVM classifer 
performance using a RBF kernel. The experiments 
were carried out with  γ = 0.1 and λ  was started 
from 0.01 which continued to 2. The best result was 
found λ = 0.01 and 0.1 with an average F-measure 
value of all folds of 0.4494 (low value). From that 
experiments showed poor performance at learning 
rate (γ) = 0.1 . 

 
Table 9. Effect of λ Changes in RBF Kernel 

 
λ Precision Recall F-Measure 

0,01 0.716 0.5589 0.4494 
0,1 0.716 0.5589 0.4494 

1 0.7131 0.549 0.4316 
2 0.6418 0.517 0.3711 

 
The Experiments of  γ Changes  

Table 10 shows the results of the γ changes 
with to the SVM classifier performance with RBF 
kernel. The experiments were conducted with λ  = 
0.1 and γ was started from 0.0001 which continued 
to 0.1. The best result was found γ = 0.0001 and 
0.001 with an average F-Measure value of all folds 
of 0.9676. From Figure 10 showed that the 
classification result was at its peak at γ = 0.001 
where after it has decreased. The experiments 
showed that the greater the value of γ (learning 
rate), the worse the classification results. 
 

Table 10. Effect of γ Changes in RBF Kernel 
γ Precision Recall F-Measure 

0,0001 0.9702 0.968 0.9679 
0,001 0.9702 0.968 0.9679 

0,01 0.8547 0.794 0.7842 
0,1 0.7160 0.5589 0.4494 

 



102 

VOL. 8. NO. 2 FEBRUARY 2022 
. 

DOI: 10.33480 /jitk.v8i2.2463 
 

 

 

Evaluation the Best Models 
 After conducting experiments to select the 
best model for each kernel (i.e., 5 models), the 
evaluation for measuring performance for those 
model using the testing data conducted. The best 
models obtained were the linear kernel model with 
λ = 0.1 and γ =0.1, the degree 1 polynomial kernel 
model with, λ = 0.1 and  γ = 0.01, the degree 2 
polynomial kenel model with λ = 2 and γ = 0.1, the 
degree 3 polynomial kernel model with λ = 0.1 and 
γ = 0.01, and RBF kernel model with λ = 0.1 and γ = 
0.001 
 To find out unbiased results, it is necessary 
to use some testing data outside of the training data. 
The evaluation using the testing data showed that 
the linear kernel and the degree 1 polynomial 
kernel resulted the best performance of Precision, 
Recall, and F-Measure which were 0.99, 0.99, and 
98%, respectively. It was compared to RBF which 
resulted Precision, Recall, and F-Measure which 
were 0.95, 0.95, and 0.94, respectively. The worst 
model was showed by the degree 3 polynomial 
kernel which returned Precision, Recall, and F1-
Measure of 0.85, 0.79, and 0.78, respectively. 
 
Table 11. Comparison of Results on SVM Kernel 

Method Precision Recall F-
Measure 

Linear 0.9901 0.99 0.98 
Degree 1 

Polynomial 
0.9901 0.99 0.98 

Degree 2 
Polynomial 

0.903 0.89 0.8891 

Degree 3 
Polynomial 

0.8521 0.79 0.7803 

RBF 0.9545 0.95 0.9487 
 

Conclusion 
 Evaluation of the best model of each kernel 
model (i.e., 5 models: linear, degree 1, 2, 3 
poynomial, and RBF kernel) using the testing data of 
identification Spam e-mail showed that the linear 
kernel and the kernel of degree 1 polynomial 
produced the best Precision, Recall, and F-Measure 
performances of 0.99, 0.99, and 98%, respectively. 
Compared to RBF kernel which produced Precision, 
Recall, and F-Measure of 0.95, 0.95, and 0.94, 
respectively. The worst model was shown by a 
degree 3 polynomial kernel which produces 
Precision, Recall, and F1-Measure of 0.85, 0.79, and 
0.78, respectively. 

Parameter λ in the SVM classification serves 
as the degree of importance of the occurrence of 
misclassification. The greater the value of λ, the 
greater the chance of overfitting and the smaller the 
value of λ, the greater the occurrence of 
underfitting. In this study, overfitting generally 
begins to occur at a value of λ = 1. Parameter γ in the 
SVM classification functions as a determinant of 

learning rate, where the greater the value, the F-
Measure value of the SVM classification results will 
decrease. Learning rate that is too small gives poor 
results. In this study the results were low because 
the parameter value was too small, occurring at γ = 
0.0001. 
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