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Abstract— Ultrasound is one of the most popular screening methods for finding breast cancer. However, the 
diagnosing process becomes complex due to the scarcity of experienced radiologists. We are motivated to use 
deep learning to address issues with medical image recognition because of its promising performance in 
various computer vision challenges. We present a rapid and precise breast cancer detection approach based 
on the Rapid-CNN. To undertake this experiment, we gather datasets related to breast cancer, pre-process 
them, train models, and assess the performance of the trained models. This model's bounding box detection of 
breast cancer has a training accuracy of up to 98.03% and a minimal loss of 0.78%. This model can detect the 
bounding box that is more than what it should be, so we applied NMS to eliminate the prediction of the 
bounding box that is less precise to increase accuracy. 

 
Keywords: Breast Cancer Detection, Deep Learning, Rapid-CNN. 

 
Intisari— Salah satu alat skrining yang paling umum untuk deteksi kanker payudara adalah ultrasound. 
Namun, kurangnya ahli radiologi yang mumpuni menyebabkan proses diagnosis menjadi tugas yang sulit. 
Pencapaian Deep Learning yang sangat bagus dalam berbagai masalah aplikasi komputer menginspirasi 
kami untuk menerapkan teknologi tersebut pada masalah pengenalan citra medis. Pada artikel ini, kami 
mengusulkan model deteksi Rapid-CNN untuk mendeteksi kanker payudara dengan cepat dan akurat. 
Eksperimen ini mengumpulkan dataset kanker payudara, melakukan pra-pemrosesan, melatih model, dan 
mengevaluasi kinerja model. Berdasarkan hasil percobaan diperoleh bahwa model ini dapat mendeteksi 
kanker payudara menggunakan bounding boxes dengan akurasi mencapai 98,03% dengan nilai loss hingga 
0,78% pada proses training. Dalam model ini dimungkinkan untuk mendeteksi bounding box dengan lebih 
akurat, sehingga kami menerapkan NMS untuk menghilangkan prediksi bounding box yang kurang tepat 
untuk meningkatkan akurasi. 
 
Kata Kunci: Deteksi, Kanker, Payudara,, Deep Learning, Rapid-CNN. 
 
 

INTRODUCTION 
 

Breast cancer is one of the most common 
cancers in women for 15% of yearly fatalities [1]. 
Early identification of breast cancer can increase 
lifespan, reduce mortality risk, and improve quality 
of life [2]. Moreover, breast cancer screening can 
achieve early detection of ambiguous breast lesions. 
A systematic approach to breast screening is breast 
imaging diagnosis, which comprises breast MRI, 
mammography, and breast ultrasound [3]. 

Ultrasound is one of the most often utilized 
screening tools for finding breast cancer because of 
its pain-free, pleasant operation and outstanding 

real-time performance. Unfortunately, the 
ultrasonic instrument's high sensitivity makes it 
susceptible to the effects of various body tissues and 
their surroundings, resulting in many speckling 
noises and making diagnosis challenging. Moreover, 
the diagnostic effectiveness may suffer from a 
shortage of experienced radiologists, and 10–30% 
of diagnoses are missed [1] [2]. 

Conventional machine learning (ML) methods 
require large amounts of manual segmentation 
annotation data to train and test models for the 
classification or segmentation of ultrasound images. 
On the other hand, manual labeling is costly, time-
consuming, and labor-intensive, significantly 
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raising the cost of system development [4]. Several 
papers have proposed methods for breast cancer 
detection. An article offered K-Nearest Neighbor 
(KNN) and Decision Tree to classify breast cancer. 
After selecting the Principal Component Analysis 
(PCA) technique, Wisconsin Diagnostic Breast 
Cancer (WDBC) dataset verified these two machine 
learning algorithms. Based on the findings of the 
experiments, the KNN classifier outperformed the 
decision tree classifier in the classification of breast 
cancer [5]. 

A report proposes ANN for breast cancer 
classification to increase classification accuracy. 
The Taguchi method initially counts the quantity of 
matched neurons in one of the hidden layers of the 
ANN. In accordance with the outcomes of the 
Taguchi approach, the model then goes through the 
training process, choosing the appropriate number 
of hidden neurons for the hidden layer. According to 
the findings of the experiments, this technique can 
give a classification accuracy for breast cancer that 
is 98.8% [6]. The accuracy, sensitivity, and 
specificity of the Support Vector Machine (SVM) and 
K-Nearest Neighbor (KNN) classifiers were 
examined in this study. The Mammographic Image 
Analysis Society uses the model to conduct its 
training procedure (MIAS). According to the 
experiment's outcomes, the SVM classifier 
performed better than the KNN classifier [7]. 

Deep learning technology has allowed image 
recognition to discover target areas in medical 
images and classify detected target features. Deep 
learning's detection and classification technique are 
comparable to doctors' operating procedures to 
determine diagnoses based on ultrasound results. 
Thus, the approach becomes a new solution to the 
earlier issues [8]. The current paper proposed CNN 
and Uniform Experimental Design (UED) to classify 
breast cancer. UED uses regression analysis to 
optimize CNN parameters [9][10]. Another study 
explored a comparative classification of breast MRI 
tumors using human-engineered radionics, 
Transfer Learning from Deep Convolutional Neural 
Network (DCNN), and the Fusion Method [11]. 
DCNN shows excellent potential for classifying 
several very various fine-grained objects. 
Therefore, further study proposed a deep learning 
method based on Bilinear Convolutional Neural 
Networks (BCNNs) for the acceptable category of 
breast cancer histopathology images [12]. 

Therefore, we propose Rapid-CNN to detect 
breast cancer by utilizing breast images. We 
establish an effective model to solve the breast 
cancer detection issue. In breast cancer detection, 
we present several crucial contributions to this 
study, particularly in the categorization of breast 
cancer using learning methods as follows: 

1. We introduce a novel technique for 
detecting breast cancer utilizing the Rapid-
CNN algorithm to train the dataset to 
develop a viable model. We use a large 
dataset of breast ultrasound images to build 
our model.  

2. We build a model to detect breast cancer as 
a solution to find the location of breast 
cancer more effectively than traditional 
machine learning techniques. 

3. We test a model to achieve high accuracy in 
detecting breast cancer effectively using 
unseen image features. We modify several 
parameters to achieve the best accuracy 
value to create the best training model. 

The following is a breakdown of the journal's 
organizational structure: Part II expands upon 
earlier findings. Part III discusses the issue 
description of the study. The experimental 
design, comprising a feature learning method, a 
dataset, and preprocessing, is described in 
Section IV. At the same time, the study's findings 
and in-depth analysis are presented in Section V. 
Section VI concludes by discussing the 
conclusion. 

 

 

MATERIALS AND METHODS 

 

Based on annotated and actual breast 
images, Rapid-CNN is used to detect breast 
cancer in this study. By inserting an RPN layer, 
this method addresses the sluggish R-CNN 
performance issue. The obtained feature 
mapping is entered into the RPN network to 
identify potential target regions, and then the 
mapping features and potential target regions 
are entered into the ROI network. Rapid CNN 
structural properties have a loss function 
comparable to multitasking [24]. This study uses 
a deep learning architecture to develop the 
detection model in multiple steps. Fig 1. depicts 
several steps to conduct the study. 

 

 
Fig.1: Experiment process Breast Cancer Detection 
using Rapid-CNN 
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In this study, classification assigns classes to images 
by finding similar features in images belonging to 
different categories and using them to identify and 
label images. In this part, we present a detailed 
explanation of the steps involved in detection using 
Rapid-CNN: 
 
1. Input Image: The first step in detection using 

deep learning is to input an image. This can be a 

single image, a sequence of images, or a video 

feed. 

2. Preprocessing: Before the image can be used for 

detection, it must be preprocessed to improve its 

quality and reduce noise. This can involve 

resizing the image, normalizing the pixel values, 

and performing other transformations such as 

color space conversions, image filtering, or data 

augmentation techniques. 

3. Detection: The next step is to use a detection 

algorithm to identify objects within the image. 

This involves dividing the image into regions and 

analyzing each region to determine whether it 

contains an object. In this study, we utilize 

Rapid-CNN as a detection algorithm to construct 

a breast cancer detection model 

4. Training: Before the detection algorithm can be 

used, it must be trained on a large dataset of 

images containing the objects it is meant to 

detect. During training, the Rapid-CNN 

algorithm learns to recognize the features 

associated with each object class, such as shape, 

color, and texture. 

5. Classification: Once the objects have been 

detected within the breast image, the next step is 

to classify them. This typically involves using a 

separate classification algorithm, such as a deep 

neural network, to identify the specific class of 

each object. For example, if the thing is a breast 

cancer feature, the classification algorithm 

would label it as such. 

6. Output: The output of the detection process is 

typically a bounding box that surrounds each 

detected object, along with the label for each 

object. This output can be used for various 

purposes, such as tracking objects in a video feed 

or identifying objects within a scene. 

Additionally, the accuracy and precision of the 

detection algorithm can be evaluated by 

comparing its output with ground-truth data. 

 
In this study, Rapid-CNN detection involves a series 
of steps, from inputting an image to preprocessing 
it, detecting objects, training the algorithm, 
classifying the breast cancer class, and generating 
output. These steps can be iterated upon and 
refined to improve the accuracy and precision of the 
detection algorithm. 
 
A. Proposed Method 

This study presents a new CNN architecture, 
dubbed Rapid-CNN, in which area proposal 
generation occurs before the convolution layer. This 
step is rumored to decrease performance when 
working with large images. This NN resolves the 
performance issue by implementing the RPN layer 
and eliminating the current production of region 
proposals. Rapid-CNN suggested a solution to the 
performance problem. After feature extraction is 
performed, the model estimates RPN [25]. 

Rapid-first CNN's component is the region 
suggestion method, which gives bounding boxes or 
locations for likely picture objects. Commonly, a 
CNN is used to extract features from these objects 
during the second stage, which is feature creation. 
The third layer is a classification layer that predicts 
the object's class membership. The fourth layer is a 
regression layer that establishes the object's 
bounding box coordinates. This issue is addressed 
by the Rapid-CNN study, which generates regional 
suggestions using the RPN, reduces region proposal 
time, and permits the region proposal stage to share 
layers with future detection stages [26]. 

 
In the proposed network, an image's objective 
function is defined as:  

𝐿({𝑃𝑖}), {𝑡𝑖} =
1

𝑁𝑐𝑙𝑠

 ∑ 𝐿𝑐𝑙𝑠 

𝑖

 (𝑃𝑖 , 𝑃𝑖
∗)

+ 𝜆 ∑ 𝑃𝑖
∗    𝐿𝑟𝑒𝑔 (𝑡𝑖,𝑡𝑖

∗)

𝑖

 

𝑃𝑖 is the probability that the anchor will be 
predicted as a target. 

𝑃𝑖
∗ =  {

0 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝑙𝑎𝑏𝑙𝑒
1 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝑙𝑎𝑏𝑙𝑒

} 

 

𝑡𝑖 =  {𝑡𝑥, 𝑡𝑦, 𝑡𝑤, 𝑡ℎ} is a vector representing the 

predicted bounding box's four-parameter 

coordinates. 𝑡𝑖
∗ is the coordinate vector of the 

positive anchor in the ground truth bounding box. 
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Table 1. Mathematic notation of the Rapid-CNN 

Notation Description 

𝑃𝑖
∗ The probability that the anchor is 

predicted to be the target. 

𝑡𝑖
∗ The coordinate vector of the 

ground truth bounding box 
corresponds to the positive 
anchor. 

𝑡𝑖 The vector, represents the four-
parameter coordinates of the 
predicted bounding box. 

𝐿𝑐𝑙𝑠  The cross-entropy loss of binary  
classification (target & non-
target) 

𝐿𝑟𝑒𝑔  the regression loss 

𝑅 Smooth L1 function. 
L1 Function. 

 
In the Rapid-CNN process, each suggested 

region for each image requires feed-forward 
from CNN, even though the regions may overlap. 
Second, Rapid-CNN runs three separate models: 
a feature extraction model, a classification 
model, and a regression model. Rapid-CNN is a 
new solution to deal with both problems. The 
overall picture, as well as the extraction stage, 
have both been improved. Unlike R-CNN, it 
integrates all models into a single network, 
including feature extraction, classification, and 
detection. Second, the number of times a 
regional CNN has to be run has been reduced to 
one per image [24]. 

 
B. Main Idea 

The main goal of this paper is to use the 
Rapid-CNN algorithm to develop a model based 
on breast ultrasound images to detect breast 
cancer. Rapid-CNN comprises two key processes 
for detecting and categorizing breast lesions 
[27]. Rapid-CNN starts with an ultrasonic image 
as input and outputs a rectangle box around the 
desired item. Second, the RPN, trained with 
ground truth data to give Regional Proposals, 
passes the convolution feature map through it. 
Therefore, the feature map is sent into the RPN, 
which generates a set of predictive-score areas 
[25] [28]. 

 
C. Dataset 

In this experiment, breast ultrasound photos 
are collected from Kaggle.com to build our detection 
model. The data is then separated into training and 
testing datasets. Learning models are constructed 
using training datasets, whereas testing datasets 
are used to evaluate the performance or accuracy of 
the models. Here, the researcher divides the dataset 
into 80 percent for training and 20 percent for 

testing. Table 2 shows the details in terms of the 
distribution of the dataset used in the study, as 
follows: 

 
Table 2. Distribution of the dataset 

Dataset Sample  
 Data Training (80%)                 840  
 Data Testing   (20%)                 210  
 Total                                         1.050  

 
D. Data Pre-Processing 

Pre-processing is a stage to process high-
resolution photographs; because high-resolution 
photo processing takes a long time, it must reduce 
the image size. Then, we convert the image to 
grayscale. After that, we perform noise removal to 
find and remove unwanted noise from the digital 
image. We sort each sample price by magnitude. The 
sample median in the window is the middlemost 
value, which can be a filter output. Grouping photos 
into segments is necessary for recording changes to 
image attributes. Image analysis is performed pixel 
by pixel after segmentation, and each pixel is 
labeled based on whether the gray level pixel is 
greater or less than the threshold value. As a result, 
segmented image analysis becomes easier [29]. 

 
E. Detection Method 

To conduct our study, we used Rapid-CNN to 
detect breast cancer. We collected a dataset 
containing original and annotated breast images. 
This study builds a detection model of breast cancer 
with a training and testing process. Before the pre-
processing stage, we split the dataset into two 
classes: Annotate and image, with 80% as the 
training dataset and 20% as the testing dataset. 

During pre-processing, a detection model is 
simplified by resizing the image, removing 
undesired noise from the digital image, creating a 
bounding box for the position of the breast cancer 
target, and then labeling it based on the image. We 
extract vector values from features before putting 
them into the training and testing procedure. 

After preprocessing, the training dataset is 
used to train the model. At the testing phase of the 
procedure, we utilize the testing dataset to evaluate 
model performance via data validation. In addition, 
a viable model was constructed and then validated 
using vector test data to assess the model's ability to 
detect breast cancer spots. Fig 1. depicts several steps 

to conduct the study. 
 

RESULTS AND DISCUSSION 
 

This work incorporates original and annotated 
breast photos in the training process. A low error 
rate proves that the model's performance is 
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satisfactory. In this procedure, we set epochs = 50 to 
train the model by modifying various 
hyperparameters for optimal performance. Using 
the hyperparameter setting, the loss result is 
0.2743, while at epoch 49, the loss result is 0.0780. 
These data suggest that more epochs can result in a 
small score drop. Our proposed model is adequate 
for detecting breast cancer with robust detection 
outcomes based on the training data. 

In the testing process, we analyze 88 annotated 
breast cancer data to test the model and get a red 
bounding box to mark the location of breast cancer. 
The testing process produces expected output and 
model output detection. Fig. 2 shows desired output 
and model output detection. 

 

 
Fig. 2 Detection results 

 
In Fig. 2, the expected outcome demonstrates 

accurate breast image recognition. In contrast, the 
model output implies that our model can detect 
the target. The testing results show that the 
intended output contains one bounding box, 
whereas the model output may contain many 
bounding boxes. In the subsequent testing phase, 
we determine actual and model detection based 
on the number of breast cancer spots denoted by 
a bounding box. The actual detection and model 
detection outcomes are graphically represented. 
Fig. 3 shows the actual detection results and the 
detection results of our model.  

 
Fig. 3 Actual vs Predicted testing process 

 
Fig. 3 shows the blue line that indicates the 

actual test result of accurate breast image 
detection, while the orange line indicates the 
effect of model detection. Based on the testing 
result, our model can detect cancer more 
accurately than the real detection image 
approach.  
 In the following process, we calculate the 
ratio value of actual and model detection. Fig. 4 
shows the actual vs. Predicted ratio 

 
Fig. 4 Actual vs predicted ratio of the testing 

process 
 

Fig. 4 displays a graph of the actual detection 
ratio with our model's detection. The ratio graph 
shows the number of detection results from our 
model divided by actual detection results. Our 
model can harvest better detection than the actual 
detection in breast image detection issues. In the 
previous dataset, there were redundant and 
overlapping bounding boxes. Therefore, we can 
conclude that our proposed model can detect more 
objects. Finally, after several stages, the Rapid-CNN 
can detect areas of breast cancer with several 
settings to obtain the best performance detection 
and accuracy value. 
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Table 3. Training and testing results with 
different optimizer function with Rapid-CNN. 

Hyperparameter Training 
Accuracy 

Testing 
Accuracy 

Epoch = 50 98.03% 96.23% 
Batch size = 64 
Learning rate = 0.09 

  
  

 
Hyperparameter Training  

Loss 
Testing 

Loss 

Epoch = 50 0.78%. 2,13% 

Batch size = 64 
Learning rate = 0.09 

  

  

 
 

CONCLUSION 
 

Detecting breast ultrasound pictures is a key 
obstacle in detecting breast cancer. The existing 
literature suggests employing conventional 
machine-learning techniques to address this 
difficulty. Yet, manual feature engineering is costly 
and time-consuming. To improve the performance 
of the detection model through autonomous feature 
engineering, Rapid-CNN is recommended for the 
development of a breast detection model. 

Based on the experimental result, the Rapid-
CNN can produce higher accuracy and tiny loss 
during the training process. In the training process, 
the study set some hyperparameters Epoch = 50. 
The training process has a loss of 0.0780, region box 
loss of 0.0471, abjectness loss of 0.0005, and RPN 
box loss of 0.0014. In the testing process, the study 
produces more bounding boxes with a testing 
accuracy of up to 96.23% and a minimum loss of 
2,13%. Therefore, the model can be a promising 
solution to deal with breast cancer detection 
challenges accurately and in real-time. 

Future studies can adopt another method, 
such as GAN architecture, to enhance this model. 
GAN can produce high-quality images and provide 
an accurate medical image analysis solution. With 
the development of additional features, the usage of 
a neural network that is dynamic should produce 
greater precision. 
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