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Abstract—In the presence of complex traffic flow patterns, this research responds to the challenge by 
proposing the application of the Long Short-Term Memory (LSTM) model and comparing four different 
activation functions, namely tanh, ReLU, sigmoid, and PReLU. This research aims to improve the accuracy of 
traffic flow prediction through LSTM model by finding the best activation function among tanh, relu, sigmoid, 
and PReLU. The method used starts from the collection of traffic flow datasets covering the period 2015-2017 
used to train and evaluate the LSTM model with the four activation functions. Tests were conducted by 
observing the Train Mean Squared Error (MSE) and Validation MSE. The experimental results show that PReLU 
provides the best results with a Train MSE of 0.000505 and Validation MSE of 0.000755. Although tanh, ReLU, 
and sigmoid provided competitive results, PReLU stood out as the optimal choice to improve the adaptability 
of the model to complex traffic flow patterns. 

 
Keywords: activation function, LSTM, prediction, PReLU, traffic flow. 

 
Intisari—Dalam menghadapi kompleksitas pola arus lalu lintas, penelitian ini menanggapi tantangan 
tersebut dengan mengusulkan penerapan model Long Short-Term Memory (LSTM) dan membandingkan 
empat fungsi aktivasi berbeda, yaitu tanh, ReLU, sigmoid, dan PReLU. Penelitian ini bertujuan untuk 
meningkatkan akurasi prediksi arus lalu lintas melalui model LSTM dengan mencari fungsi aktivasi terbaik di 
antara tanh, relu, sigmoid, dan PReLU. Metode yang digunakan dalam penelitian ini dimulai dari 
pengumpulan dataset arus lalu lintas yang mencakup periode 2015-2017 digunakan untuk melatih dan 
mengevaluasi model LSTM dengan keempat fungsi aktivasi. Pengujian dilakukan dengan mengamati Train 
Mean Squared Error (MSE) dan Validation MSE. Hasil eksperimen menunjukkan bahwa PReLU memberikan 
hasil terbaik dengan Train MSE sebesar 0.000505 dan Validation MSE 0.000755. Meskipun tanh, ReLU, dan 
sigmoid memberikan hasil yang kompetitif, PReLU menonjol sebagai pilihan optimal untuk meningkatkan 
adaptabilitas model terhadap pola arus lalu lintas yang kompleks. 
 
Kata Kunci: fungsi aktivasi, LSTM, prediksi, PReLU, arus lalu lintas. 
 

INTRODUCTION 
 

The rapid growth in the number of motor 
vehicles that occurs over time has significant 
consequences for urban transportation systems [1]. 
The increasing number of vehicles presents new 
challenges in traffic management, resulting in 
congestion, increased travel time, and even safety 
risks. In this context, the need for traffic density 
prediction has become increasingly urgent [2]. 
Accurate predictions allow authorities to take 
timely preventive and responsive actions, optimize 
traffic flow, and minimize its negative impacts [3]. 
Therefore, this research emerged as a response to 
the real-world problems associated with the rapid 
growth of motorized vehicles [4]. The importance of 

traffic flow prediction is closely related to the 
efficient use of transportation infrastructure and 
the improvement of urban quality of life. By 
investigating the potential use of the Long Short-
Term Memory (LSTM) method with Parametric 
Rectified Linear Unit (PReLU). activation function, 
this research seeks to make a significant 
contribution in improving the accuracy and 
reliability of traffic density prediction amidst the 
increasing vehicle growth [5]. 

This research is conducted in the context of 
the increasing need for traffic density prediction in 
urban transportation management. The success of 
an efficient prediction system has a direct impact on 
resource allocation, route planning, and traffic 
safety improvement. In response to the complexity 
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of urban traffic patterns, traditional prediction 
methods are often limited. Therefore, this research 
explores the potential use of Long Short-Term 
Memory (LSTM) as one approach capable of 
capturing complex time patterns [6]. Special 
emphasis is given to the application of the PReLU 
activation function, which is expected to improve 
the model's ability to understand the data structure 
[7]. This research involves an in-depth 
understanding of the literature review on the use of 
LSTMs in traffic density prediction, and draws 
inspiration from the best approaches that have been 
exemplified by previous studies [8]. By combining 
current literature and past research, this study aims 
to make a significant contribution to optimizing 
traffic density prediction systems in urban 
environments. 

The literature review investigates recent 
developments in traffic density prediction, focusing 
on the application of Long Short-Term Memory 
(LSTM) and PReLU activation [9]. Several previous 
studies have revealed the potential of LSTM in 
improving the accuracy of traffic density prediction, 
especially in coping with complex dynamic patterns 
in urban environments [10]. This talk is based on a 
number of prominent journals that have 
investigated the application of LSTM in the context 
of urban traffic prediction [11]. These studies 
highlight the advantages of LSTMs in capturing and 
modeling complex time patterns, which are the 
hallmark of urban traffic density. Detailing the 
methods that have been applied in these studies, 
this research involves the application of LSTM with 
ReLU activation function as an innovative approach 
in forecasting traffic density. By building on 
previous findings [12], this research aims to make a 
significant contribution towards the development 
of more advanced traffic prediction methods. 

This study aims to implement the LSTM 
model with ReLU activation in forecasting urban 
traffic density. Using a dataset that includes both 
time and vehicle count information, the goal of this 
research is to improve the accuracy of traffic density 
prediction to support more efficient traffic 
management. Through this approach, it is expected 
that this research can make a significant 
contribution to the understanding and prediction of 
traffic density, supporting sustainable urban 
transport development systems. 

 
MATERIALS AND METHODS 

 
Our research involves a series of systematic 

stages, which include dataset collection, data 
preprocessing, Exploratory Data Analysis (EDA), 
Train-Test Data Splitting, LSTM Model Building, 

Prediction with Tuned LSTM Model, Evaluation of 
Prediction Results. The metrics we use here are 
Mean Squared Error (MSE), Root Mean Squared 
Error (RMSE), and Mean Absolute Error (MAE) The 
methods we use are shown in Figure 1.   

 

 
Figure 1. Proposed Method 

 
A. Dataset 

We obtained the traffic flow dataset from Kaggle 
with a time span from 2015 to 2017 totaling 48,120 
data [13]. The features contained in this dataset 
include DateTime, Juction, Vehicles and ID. An 
explanation of these features is shown in Table 1. 

 

Table 1. Dataset features 

Feature Description 
DateTime Menunjukkan waktu pengukuran arus lalu 

lintas (format tanggal dan jam). 
Junction Identifikasi persimpangan lalu lintas yang 

diamati. 
Vehicles Jumlah kendaraan yang terdeteksi pada 

waktu tertentu. 
ID Identifikasi unik untuk setiap entri data 

dalam dataset. 

 
B. Data Preprocessing 

In the data preprocessing stage, we perform 
DateTime conversion and data normalization. 
DateTime columns in the dataset are converted to 
datetime type to facilitate time manipulation. This is 
so that we can perform more effective time analysis 
in the context of traffic flow prediction. Next, data 
normalization is performed using MinMaxScaler to 
convert variable values into a range between 0 and 
1. This normalization process is done so that the 
LSTM model can learn better from data that has a 
uniform scale, improving the performance of the 
model in making predictions. We present 
MinMaxscaler in formula (1). 

 

𝑋scaled =
𝑋−𝑋min

𝑋max−𝑋min
                                                      (1) 

 
Dataset 

Data 
Preprocessing 

EDA 
Train-Test Data 

Splitting 

LSTM Model 
Building 

Prediction Evaluation 
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Where X is the original value of the dataset, XMin 

is the minimum value of the dataset, XMax is the 
maximum value of the dataset, XScaled is the 
normalized value. 

 
C. Exploratory Data Analysis (EDA) 

An Exploratory Data Analysis (EDA) was 
conducted to gain a deeper understanding of the 
traffic flow dataset used [14]. The two main aspects 
analyzed involved the intersections with the most 
number of vehicles and the analysis of the densest 
traffic flow times. The first is the analysis of 
Intersections with the Most Vehicles. We analyzed 
this in order to identify the intersections or 
locations that have the highest traffic levels. 
Knowing the intersections with the highest volume 
of vehicles can help in determining the focus of 
traffic prediction and planning. By analyzing the 
Intersections with the Most Vehicles we are able to 
understand the traffic patterns at a particular 
intersection which can provide insights into the 
congestion and mobility levels in the area. This is 
key for the development of accurate and relevant 
prediction models. We visualize this analysis in 
Figure 2. The result is as shown in Figure 2 that only 
1 intersection is found to have the highest number 
of vehicles, meaning that the more intersections 
there are, the fewer vehicles there will be. 

 
Figure 2. Total Vehicles per Junction 

The next one is the analysis of the Time of Heaviest 
Traffic Flow. The purpose of this analysis is to 
identify the time pattern where traffic flow reaches 
its highest density. This analysis helps determine 
critical time periods that need more attention in 
traffic prediction and management. This analysis is 
conducted to understand the daily or seasonal 
variability in traffic, as it can affect the performance 
of prediction models. Capturing these time patterns 
enables optimization of resources and actions 

required at specific times. The results of this 
analysis are presented in Figure 3. 

 
Figure 2. Traffic density over time (per year) 

D. Train / Test Data Splitting 
The traffic data obtained from 2015 to 2017 

amounted to 48,120 entries. For the purposes of 
training and testing the LSTM model, the data was 
divided as follows: In 2015, 80% of 4392 entries 
were used as training data, while the remaining 
20% became testing data. In 2016, 80% of the 
26,352 entries became training data, and the 
remaining 20% became testing data. Finally, in 
2017, 80% of the 17,376 entries became training 
data, while the remaining 20% became testing data. 
This division aims to train the model with historical 
data and test its performance on data that has never 
been seen before. Information on the split amount 
of training and testing data is presented in Table 2.  

Table 2. Split Training and testing data 

Year Total 
Data 

Data Training 
(80%) 

Data Testing 
(20%) 

2015 4392 3514 878 
2016 26352 21082 5269 
2017 17376 13901 3475 

 
E. LSTM Model Building 

First of all, in the LSTM model building stage, we 
chose four different activation functions: 
Hyperbolic Tangent (Tanh), Rectified Linear Unit  
(ReLU), Sigmoid, and Parametric Rectified Linear 
Unit (PReLU). We used the TensorFlow and Keras 
libraries to build this model. This LSTM model has a 
basic structure consisting of one LSTM layer with 50 
units and one Dense layer with one output unit, 
corresponding to the traffic flow prediction task. In 
the model initiation process, we create a loop for 
each activation function to be tested. If the 
activation function to be tested is PReLU, we use the 
PReLU module of Keras to activate it. We present 
the tanh activation function in formula (2), ReLU in 
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formula (3), Sigmoid in formula (4) and PReLU in 
formula (5). 

 

Tanh(𝑥) =
𝑒2𝑥−1

𝑒2𝑥+1
                                                                (2) 

The tanh function produces an output in the range 
(-1, 1), and is similar to sigmoid but has a larger 
range of values. 

 
ReLU(𝑥) = max(0, 𝑥)                                                      (3) 
 
The ReLU function returns the input value if 
positive, and zero if negative. This helps in solving 
the vanishing gradient problem and improves the 
convergence speed. 
 

σ(𝑥) =
1

1+𝑒−𝑥
                                                                      (4) 

 
The sigmoid function is used to produce an output 
in the range (0, 1). It is commonly used in the output 
layer of models for binary classification tasks. 
 
PReLU(𝑥) = max(α𝑥, 𝑥)                                               (5) 
 
PReLU is a variation of ReLU where the gradient for 
negative values can also be learned during training. 
Parameters  α is a parameter that can be changed. 
 

Next, we determine the training 
configuration of the model. We used the 'adam' 
optimizer which is a popular optimization 
algorithm in deep learning. This optimizer helps to 
update the model weights based on the loss function 
gradient, thus accelerating convergence and 
improving model performance. adam optimizer is 
presented in formula (6). We also use the loss 
function 'mse' or Mean Squared Error, which is 
measured between the prediction and the true 
value, and is the main evaluation parameter for 
training regression models such as LSTM. The 
training process was conducted for 50 epochs, 
where one epoch is one iteration through the entire 
training data. A batch size of 32 was used to speed 
up the training by processing the data in small 
groups. 

 

θ𝑡+1 = θ𝑡 − η ⋅
𝑚𝑡

√𝑣𝑡+ϵ
                                                       (6) 

 
Adam's optimizer uses the gradient of the loss 
function to update the weights 𝜃 model. 𝜂 is the 
learning rate, 𝑚𝑡 is the moving average gradient, 𝑣𝑡 
is the moving gradient of the mean square, and ϵ is 
a small value added to avoid division by zero. 
 

During training, the learned model adjusts its 
weights to minimize the MSE value, thereby 
improving the prediction accuracy on the training 
data and validation data. The training results of each 
model are recorded and a comparison table is 
generated that includes the MSE on the training data 
and validation data. We present the MSE in formula 
(7). Thus, we can analyze and select the activation 
function that provides the best performance for 
traffic flow prediction. 

 

MSE(𝑦, 𝑦̂) =
1

𝑛
∑ (𝑦𝑖 − 𝑦𝑖̂)

2𝑛
𝑖=1                                         (7) 

 
MSE measures the mean square of the difference 
between the true value of the 𝑦 and predictions 𝑦̂. 
This is commonly used for regression problems. 
 
F. Prediction 

After the training process, the resulting LSTM 
model has the ability to understand the temporal 
patterns contained in the traffic data. In the 
prediction stage, validation data is presented to the 
model, allowing the algorithm to recognize and 
respond to the patterns. During this process, the 
model utilizes the knowledge gained during training 
to provide traffic flow predictions. The initial 
prediction results generated by the model are on a 
normalized scale, which is a range of values 
between 0 and 1. To obtain interpretable values, the 
prediction results are returned to the original scale 
using the inverse normalization process. This 
allows us to compare and evaluate the model 
predictions with actual data in a more familiar and 
relevant context. 

 
G. Evaluation 

After predicting the traffic flow with the 
LSTM model, the next step is to evaluate the 
performance of the model to ensure its accuracy. 
The evaluation is done by utilizing several 
performance metrics, including Mean Squared 
Error (MSE), Root Mean Squared Error (RMSE), and 
Mean Absolute Error (MAE). MSE gives an idea of 
how close the prediction is to the true value, while 
RMSE gives the average error value in the same 
units as the original data. Furthermore, MAE gives 
an indication of how far our prediction is from the 
true value overall. Through these three metrics, we 
can get a comprehensive picture of the model's 
ability to generalize from training data to validation 
data. 

It is important to note that this evaluation 
aims to assess the extent to which the model is 
reliable in providing accurate and useful 
predictions. In addition, the results of this 
evaluation can help us to understand whether the 
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model has overfitting or underfitting tendencies, as 
well as whether further adjustments to the model 
architecture or parameters are required. This 
evaluation is a critical step in ensuring that the built 
model can be relied upon to provide accurate 
forecasts in real scenarios. 

 
RESULTS AND DISCUSSION 

 
In the construction of the LSTM model, we 

consider four main activation functions: Tanh, 
ReLU, Sigmoid, and PReLU. The use of Tanh 
activation function was chosen because it has non-
linear properties and is able to effectively handle 
gradient changes, which is beneficial in modeling 
complex data patterns [15]. ReLU, or Rectified 
Linear Unit, was chosen for its effectiveness in 
capturing non-linear features and preventing the 
problem of vanishing gradients [16]. Furthermore, 
a Sigmoid activation function is used to produce an 
output that is limited between 0 and 1 [17], very 
useful in the case of probability prediction. In 
addition, we consider the use of PReLU (Parametric 
ReLU) activation function which allows parameter 
learning to adjust the convergence speed and 
overcome the problem of "dying ReLU." PReLU can 
adaptively set zero gradients for some neurons, 
optimizing the capacity of the model. The selection 
of these four activation functions is based on their 
respective advantages and characteristics, 
according to the needs of modeling complex and 
dynamic traffic flow data. 

In the construction of the LSTM model, we 
chose the 'adam' optimizer and the 'mse' loss 
function to handle the model training. The 
optimizer 'adam' (Adaptive Moment Estimation) 
was chosen for its ability to adaptively adjust the 
learning rate based on momentum and adaptive 
learning rate [18]. Adam combines the advantages 
of the stochastic gradient descent (SGD) optimizer 
with momentum correction and learning rate 
adaptation techniques, making it an efficient and 

fast convergence option [19]. Furthermore, the loss 
function 'mse' or Mean Squared Error was chosen as 
the model evaluation criterion. MSE is a commonly 
used metric for regression problems, and in the 
context of traffic flow prediction, it measures how 
well our model captures the error between 
predicted and actual values. The goal of using MSE 
is to minimize the difference between the prediction 
and the target as much as possible, making it a 
suitable choice for traffic flow prediction problems, 
where precision needs to be carefully considered 
[20]. 

In Table 3 we present the results of training 
the model with four different activation functions, 
Train MSE and Validation MSE. 

 
Table 3 Results of training the model  

Activation Function Train MSE Validation MSE 
Tanh 0.000538 0.000792 
ReLU 0.000510 0.000766 
Sigmoid 0.000768 0.001098 
PReLU 0.000505 0.000755 

 
From the table 3, the model with the 

activation function 'PReLU' shows better 
performance with a Train MSE of 0.000505 and 
Validation MSE of 0.000755 which is lower than the 
other activation functions. This indicates that the 
model with PReLU is able to better adapt to the 
training data and has a better ability to make 
predictions on validation data not seen during 
training. Therefore, for this case, the use of 'PReLU' 
activation function can be considered more optimal 
and recommended to improve the performance of 
the LSTM model in predicting traffic flow. 

After creating a model by comparing 4 
activation functions, we predicted using the PReLU 
activation function because it has the smallest Train 
MSE and Validation MSE values among other 
activation functions, and the results are presented 
in Figure 3. 
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Figure 3.  Traffic Density Prediction using LSTM with PReLU Activation 

The prediction results are presented in 
Figure 3 show that the blue graph is the actual traffic 
density and the red graph is the predicted traffic 
density. The red graph almost partially covers the 
blue graph so it can be considered that the creation 
of the LSTM model to predict traffic flow using the 
PReLU activation function is successful. Research 
conducted by Yuanzheng et al, [21]. In particular, 
the use of PReLU instead of ReLU reduces MAPE by 
0.79% and 1.58%, proving that replacing ReLU with 
PReLU can improve model performance. This 
research also shows good performance using 
PReLU. 

 
CONCLUSION 

 
Our research aimed to enhance traffic density 
prediction using LSTM models with various 
activation functions. We investigated the impact of 
tanh, ReLU, sigmoid, and PReLU activation functions 
on the model's performance. The primary objective 
was to identify the most effective activation 
function for accurate traffic flow prediction. Our 
study revealed that among the evaluated activation 
functions, PReLU yielded the best results with a 
Train MSE of 0.000505 and Validation MSE of 
0.000755. This finding underscores PReLU's 
superior ability to capture intricate traffic patterns, 
providing a more robust solution for traffic flow 
prediction compared to other activation functions. 
Furthermore, the selection of the 'adam' optimizer 
and 'mse' loss function played a crucial role in 
optimizing the LSTM model. The 'adam' optimizer 
dynamically adjusted the learning rate, enhancing 
the model's convergence, while the 'mse' loss 
function quantified the model's ability to replicate 
target values accurately. The combined use of 
'adam' and 'mse' contributed to the efficiency and 
precision of our LSTM model in predicting traffic 
flow patterns. 

In addressing the research question on the optimal 
activation function and considering the title 
'Improving Traffic Density Prediction Using LSTM 
With ReLU Activation,' our findings not only 
highlight the superior performance of PReLU but 
also emphasize the pivotal role of the optimizer and 
loss function configuration in achieving superior 
LSTM model performance for traffic density 
prediction. These insights contribute to advancing 
the field of traffic flow prediction and offer practical 
guidance for researchers and practitioners alike. 
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