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Abstract—In previous research, we carried out an 
analysis using the FBProphet model to predict the 
COVID-19 outbreak in Indonesia. The application of 
the FBProphet model to time series data is considered 
quite good because it produces a MAPE of 22.60% 
with a linear distribution. Additionally, based on the 
pattern in the previous dataset and the total number 
of active cases currently stands at 2,606, in this 
research we tried to use the Linear Regression (LR) 
model as a comparison with the FBProphet model by 
using additional data from the same data source, 
KAWALCOVID19 website. Data collection started 
from March 2, 2020 to December 19, 2021. The aim of 
this research is the same as previous research, namely 
predicting the spread of COVID-19. The analysis 
process is carried out by preprocessing the data by 
validating missing data and validating the format of 
the data variables. Then carry out descriptive 
analysis and data visualization so that it can be seen 
that in this 657 data there is a fluctuates data that 
non-periodically from July to August 2021. Next, 
model analysis is carried out using FBProphet and LR 
and validating the results of each model. The research 
results are in the form of evaluation metrics where 
the LR model gets better RMSE, MAE and MAPE 
values compared to FBProphet, namely 292.91; 178, 
81 and 12.79%. 

 
Keywords: covid-19, evaluation metrics, fbprophet, 
linear regression. 

 
Intisari—Pada penelitian sebelumnya, kami 
melakukan analisis menggunakan model FBProphet 

untuk memprediksi wabah COVID-19 di Indonesia. 
Penerapan model FBProphet pada data time series 
dinilai cukup baik karena menghasilkan MAPE 
sebesar 22,60% dengan distribusi berbentuk linear. 
Selanjutnya, berdasarkan pola pada dataset 
sebelumnya dan total kasus aktif saat ini sudah 
mencapai 2.606 kasus maka pada penelitian kali ini 
kami mencoba untuk menggunakan model Linear 
Regresi (LR) sebagai pembanding dengan model 
FBProphet dengan menggunakan data tambahan 
dari sumber data yang sama yaitu dari website 
KAWALCOVID19. Pengambilan data dimulai dari 
tanggal 2 Maret 2020 hingga 19 Desember 2021. 
Tujuan dari penelitian ini sama dengan penelitian 
sebelumnya yaitu memprediksi penyebaran COVID-
19.  Proses analisis dilakukan dengan preprosesing 
data dengan memvalidasi data missing dan 
memvalidasi format dari variabel data. Kemudian 
melakukan analisis deskriptif dan visualisasi data 
sehingga terlihat bahwa pada 657 data ini terdapat 
data yang berfluktuasi non periodik pada bulan Juli 
hingga Agustus 2021. Selanjutnya dilakukan analisis 
model dengan menggunakan FBProphet dan LR serta 
memvalidasi hasil dari masing-masing model 
tersebut. Hasil penelitian berupa metrik evaluasi 
dimana model Regresi Linier mendapatkan nilai 
RMSE, MAE dan MAPE yang lebih baik dibandingkan 
dengan FBProphet yaitu 292.91; 178, 81 dan 12,79%. 

 
Kata Kunci: covid-19, metrik evaluasi, fbprophet, 
linear regresi. 
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INTRODUCTION 
 

Even though the COVID-19 pandemic has 
turned into an endemic after almost three years, 
there are still additional new cases in Indonesia. On 
December, 30 2023 in Indonesia there were 318 
active cases with 1 death. Meanwhile, the total 
active cases as of the end of December 2023 reached 
2,606 [1].  Although this increase isn’t as worrying 
as before, where deaths and seriously ill patients 
being hospitalized only reached less than 5 cases 
per week. However, it is possible that there will be 
an increase in 2024. This could be due to a lack of 
vaccine supply and the vaccine policy that must be 
paid for starting January, 1 2024 [2]. 

Based on Kementrian Kesehatan vaccine 
website, it is known that the vaccination target in 
Indonesia is 234,666,020. However, in reality as of 
February, 2 2024, vaccination has only reached 
86.88% for dose 1, 74.56% for dose 2, 39.08% for 
dose 3 and 2.02% for dose 4 [3]. So further analysis 
is needed related to predicting the spread of COVID-
19. 

Prediction of COVID-19 cases is used as a 
method to estimate the increase in the number of 
cases in the future. Several prediction methods that 
have been used include technical analysis, medical 
analysis, and the use of intuition, but a better 
method is using machine learning in the case of 
predicting COVID-19 cases [4]. 

In previous research [5], we carried out an 
analysis using the FBProphet model to predict the 
COVID-19 outbreak in Indonesia. The results of the 
analysis in the form of MAPE for confirmed, dead 
and recovered patients were 22.60%, 21.67% and 
22.53%. The dataset used in the research was taken 
from March 2, 2020 to February 2021. The 
distribution of data in the previous dataset was 
increasing from day to day and there was no 
fluctuating data. The application of the FBProphet 
model to the time series data is considered quite 
good because the MAPE results are <50%. So in 
further research, we also use the FBProphet model 
with the same data source from the 
KAWALCOVID19 website by adding a dataset up to 
December 19, 2021. In this 657 data there is non-
periodic fluctuating data in July to August 2021 [6]. 
The use of this model is based on the advantages of 
FBProphet itself that can handle data that tends to 
be non-linear well and allowing the model to 
accommodate more complex fluctuations. 

Beside FBProphet, there are several previous 
studies on COVID-19 predictions were carried out 
using machine learning [7], [8], [9], [10], [11], [12] 
and deep learning algorithms [13], [14], [15]. In 
Brazil, the Boltzmann function method was used to 
estimate the COVID-19 case [16], the results of the 
study showed a substantial increase in infection 

cases. In Jakarta, Indonesia, the impact of COVID-19 
death was analyzed using the ARIMA method [17]. 
In Egypt, Pandemi COVID-19 predictions use 
Nonlinear Auto Regressive Artificial Neural 
Networks (NARANN) and Autoregressive 
Integrated Moving Average (ARIMA) [18]. The 
NARRAN model shows a better performance than 
ARIMA based on different statistical criteria. 
Furthermore, in research using four machine 
learning models, namely Linear Regression (LR), 
Lasso, Support Vector Machine (SVM), and 
Exponential Smoothing (ES) which predict the 
number of new infected cases, the number of deaths, 
and the number of recovered cases of COVID-19 
patients throughout the world for the next 10 days 
[19] shows that the LR and LASSO models also show 
good performance in estimating the death rate and 
confirmed positive cases, to some extent. In Nigeria, 
a LR model was used to predict the prevalence of 
COVID-19 [20] based on travel and contact history, 
and the predictions showed to be very close. 

Based on the literature review, it can be 
concluded that LR shows good performance in 
predicting COVID-19 cases. Besides that, in previous 
research [5], data on the spread of COVID-19 was 
linearly distributed. So apart from using the 
FBProphet model, this research will also use the LR 
model. The advantage of the LR model itself is that 
it can be quite resistant to outliers if the amount of 
data is large enough and isn’t too influenced by 
extreme data. The results of the metric evaluation in 
this prediction model are RMSE (Root Mean 
Squared Error), MAE (Mean Absolute Error) and 
MAPE (Mean Absolute Percentage Error) values by 
calculating the difference between the predicted 
value and the actual value, where if the MAPE value 
has a smaller percentage then the accuracy will be 
better. 

 
MATERIALS AND METHODS 

 
Apart from that, in previous research, the 

trend analysis of the spread of COVID-19 was 
carried out using the FBProphet algorithm and 
resulted in a fairly good MAPE. The use of the 
FBProphet algorithm itself is considered capable of 
handling data that tends to be non-linear well and 
allows the model to accommodate more complex 
fluctuations such as in the data for this research. 

FBProphet is an algorithm used to make 
predictions from time series data based on an 
additive model where non-linear trends are 
matched in time series annually, weekly and daily, 
with holiday effects. This algorithm works very well 
with time series data that have strong seasonal 
effects and datasets that have a lot of data. Prophet 
is robust to missing data and trend movements, and 
can also handle outliers well. Basically, Prophet is an 
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additive regression model with four main 
components, namely: 
1. Linear or logistic growth curve. Prophet can 

automatically detect trend changes by selecting 
change points from the data. 

2. Annual trend components modeled using the 
Fourier Series. 

3. Weekly trend component using dummy 
variables. 

4. List of important holidays, provided by the user. 
 

So FBProphet is very suitable for predicting 
time series data such as the spread of COVID-19. 
Meanwhile, the following is the basic formula from 
Prophet [21]: 
 
𝑘(𝑡)  =  𝑡𝑟(𝑡)  +  𝑠𝑒(𝑡)  +  ℎ𝑜(𝑡)  +  𝑖𝑑(𝑡)            (1) 
 
where: 
𝑡𝑟(𝑡) = trend 
𝑠𝑒(𝑡) = seasonal 
ℎ𝑜(𝑡) = holiday 
𝑖𝑑(𝑡)  = individual 
 

Furthermore, the Linear Regression (LR) 
algorithm as a supervised machine learning 
algorithm used to predict continuous target 
variables based on one or more predictor variables 
is used in this research. The reason is because the 
nature of linear regression can tolerate the presence 
of outlier or extreme data, so it is suitable for non-
periodic fluctuating data which occurs in the COVID-
19 dataset in the current research. The following is 
a detailed explanation of the Linear Regression 
algorithm [22]: 
 
𝑌 = 𝛼 + 𝛽𝑋 + 𝜀               (2) 
 
where: 
𝑋 = independent variable 
𝛼 = intercept 
𝛽 = slope 
𝜀 = error 
 

The 𝛼 and 𝛽 values can be found using the 
Least Square method which functions to minimize 
the error value between actual data and predicted 
data. Given a sample of data values 𝑛 with points 
(𝑋1, 𝑌1), (𝑋2, 𝑌2), . . . (𝑋𝑛 ,  𝑌𝑛), the regression 
coefficient can be found using the following formula 
[22]: 

 

β =
∑ (xt−x̅)(yt−y̅)n

t=1

∑ (xt−x̅)2𝑛
t=1

             (3) 

 

𝛼 = �̅� − 𝛽�̅�               (4) 

where: 
�̅� = average of 𝑥1, 𝑥2, . . . , 𝑥𝑆 
�̅� = average of 𝑦1, 𝑦2, . . . , 𝑦𝑆 
 

The research method can be seen in Figure 1. 
 

 
Figure 1. Research Methods 

 
A. Raw Dataset Confirmed COVID-19 

The dataset used in this research was taken 
from the KAWALCOVID19 website. The data used is 
data on confirmed COVID-19 patients starting from 
March 2 2020 to December 19 2021. The variables 
used in this study consist of the “date” variable and 
the number of “confirmed” COVID-19 patients on 
that date. The file format obtained is a CSV file. 

 

 
Figure 2. Raw Dataset Confirmed COVID-19 

 
B. Preprocessing Data 

Perform data preprocessing to clean data 
from noise and remove irrelevant information. The 
process begins by identifying missing data and 
validating the entry format for each variable (“date“ 
for date variable and “numeric” for confirmed 
variable). 

 

 
Figure 3. Identifying Missing Data 

 

 
Figure 4. Identifying Outlier 
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Figure 5. Validating Data 

 
C. Data Exploration Analysis 

Exploratory Data Analysis (EDA) was carried 
out to understand the characteristics and structure 
of the data through visualization of the dataset 
distribution and descriptive analysis. Identification 
of small fluctuations or noise in the data can help in 
selecting appropriate filtering methods or noise 
handling techniques to clean the data before 
building the model. 

 

 
Figure 6. Descriptive Analysis 

 

 
Figure 7. Visualization of Distribution of Dataset 

 
D. Identification of Model FBProphet and Linear 

Regression 
To identifying model of FBProphet and LR, 

we need to create a dataframe containing the future 
dates we want to predict. The resulting data 
framework can be used to compare the 
performance of the two models in predicting future 
value based on historical data. 

 

 
Figure 8. FBProphet Model 

 

 
Figure 9. Linear Regression Model 

E. Model Validation 
Validate the prediction model using 

evaluation metrics such as RMSE (Root Mean 
Squared Error), MAE (Mean Absolute Error) and 
MAPE (Mean Absolute Percentage Error). RMSE is 
used to measure how close the prediction model is 
to the actual value. Lower RMSE values indicate 
better performance. 

  

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑡−𝑦_𝑝𝑟𝑒𝑑𝑡)𝑛

𝑡=1

𝑛
             (5) 

 
Meanwhile, MAE is used to influence each 

deviation by the same amount.  
 

𝑀𝐴𝐸 = ∑
|𝑦𝑡−𝑦_𝑝𝑟𝑒𝑑𝑡|

𝑛

𝑛
𝑡=1               (6) 

 
Next, MAPE is used to measure the average 

percentage of prediction error relative to the actual 
value. MAPE is measured in percentages and lower 
values indicate better performance. 
 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

|𝑦𝑡−𝑦_𝑝𝑟𝑒𝑑𝑡|

𝑦𝑡
|𝑛

𝑡=1 𝑥100             (7) 

 
where: 
𝑛 = lots of data 
𝑦𝑡  = actual data 
𝑦_𝑝𝑟𝑒𝑑𝑡= prediction data 
 

 
Figure 10. Model Validation 

 
F. Prediction of Confirmed COVID-19 

After obtaining the best model between 
FBProphet and LR as seen from the results of the 
metric evaluation analysis, predictions are then 
made for the next data. 

Although LR  isn’t specifically designed to 
model time series data, in some situations, the use 
of linear regression models on time series data can 
be justified or provide adequate results. One of the 
reasons for using this model is that the dataset has 
a simple structure and there are no elements of 
temporal dependency so that linear regression 
might be able to produce quite good prediction 
values. However, it doesn’t rule out the possibility 
that this model is not suitable for the type of dataset 
(time series). 

 
RESULTS AND DISCUSSION 

 
A. Dataset 

The dataset used was 657 which came from 
the KAWALCOVID19 website starting from March 2, 
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2020 to December 19, 2021. The dataset is made 
into two columns consisting of the 'Date' and 
'Confirmed' attributes. Then the 'Date' data is 
converted into datetime64[ns] with the yyyy-mm-
dd format and the 'Confirmed' data into a numeric 
format as a predictive variable. The dataset used in 
this research can be seen in Table 1. 

 
Table 1. Dataset confirmed COVID-19 

  Date Confirmed 

0 2020-03-02 2 

1 2020-03-03 0 

2 2020-03-04 0 

3 2020-03-05 0 

4 2020-03-06 2 

… … … 

652 2021-12-15 205 

653 2021-12-16 213 

654 2021-12-17 291 

655 2021-12-18 232 

656 2021-12-19 164 

 
The dataset in Table 1 has been cleaned and 

will be used to create a model and analyze it. This 
data is a patients who has confirmed COVID-19. The 
descriptive analysis of the dataset can be seen in 
Table 2. 

 
Table 2. Descriptive analysis of confirmed COVID-

19 
 Confirmed 

count 657 

mean 6216 

std 9,631.82 

min 0 

25% 922 

50% 3989 

75% 6725 

max 59,532 

 
Based on Table 2, the average number of 

confirmed patients is 6,516. However, the standard 
deviation value is quite large, namely 9,631.82 with 
a min value of 0 and a max value of 59,532. The 
resulting mean, standard deviation and min-max 
ranges identify data distribution that isn’t normally 
distributed (fluctuations occur). Next, we can see 
the shape of the data distribution through graphic 
visualization in Figure 11. 
 

 
Figure 11. The Spread of Confirmed COVID-19 

 
Based on Figure 11, there was a fluctuating 

(extreme) distribution in July to August 2021. 
 

B. Prediction Model of FBProphet 
The dataset is divided into two parts, namely 

80% training data and 20% test data from 657 days. 
Then we trained the model with 525 data to predict 
the next 156 data. Next, plot the results of the 
predictions and then evaluate them. Figure 12 
below is the prediction result using the FBProphet 
model. 

 

 
Figure 12. Prediction Model of FBProphet for 

Confirmed COVID-19 
 

From Figure 12, the FBProphet model is able 
to fit the train data but fails to predict the test data. 
This happens because the model overfits and 
produces negative predictions. For details of the 
distribution of train data against the model, it can 
see in Figure 13 and test data in Figure 14. 

 

 
Figure 13. Training Model of FBProphet for 

Confirmed COVID-19 
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Figure 14. Testing Model of FBProphet for 

Confirmed COVID-19 

In Figure 13, the model training is almost 
close to the spread of the actual data, while in Figure 
14, the model predictions gradually decrease until 
they reach negative values (not close to the actual 
data). In fact, the predicted value is increasingly 
negative for the next month from December 20, 
2020 to January 18, 2023. Meanwhile, a comparison 
of the real dataset and model predictions can be 
seen in Table 3. 
 
Table 3. Actual vs prediction model FBProphet for 

Confirmed COVID-19 
 Date y (Real) yhat (Prediction) 

0 2020-03-02 2 -2224 
1 2020-03-03 0 -1207 
2 2020-03-04 0 -888 
3 2020-03-05 0 -450 
4 2020-03-06 2 -242 
…. …. …. …. 

652 2021-12-14 190 -5329 
653 2021-12-15 205 -5229 
654 2021-12-16 213 -5010 
656 2021-12-17 291 -5021 
657 2021-12-18 232 -5848 

 
Overfitting and negative predictive value can 
occur for several reasons: 
1. High Model Complexity: If FBProphet is 

configured with many seasonal components 
and changepoints that exceed the complexity 
in the real data, the model can overfit the 
training data, thereby failing to accurately 
predict future data. 

2. Unrepresentative Training Data: If the training 
data doesn’t cover enough variation or enough 
periods to capture repeating patterns, the 
model can rely too much on noise or specific 
patterns from the training set (there is non-
periodic fluctuating data in July to August 
2021) 

3. Lack of Regularization: Regularization helps 
prevent overfitting by adding a penalty to 
model complexity. The lack of regularization in 
FBProphet can cause the model to overfit with 
detailed noise from the training data. 

4. Unstationary: Make sure time series data is 
stationary, or consider using methods such as 
differentiation to eliminate unwanted trends 
or seasonality. 

Strategies to overcome this can be: 
1. Reduce model flexibility by adjusting 

hyperparameters, such as reducing the 
number of changepoints or adjusting other 
hyperparameters to limit model complexity. 

2. Use cross-validation to evaluate the model's 
performance on the test dataset and ensure 
that the model isn’t overly specific to a 
particular training dataset. 

 
Hyperparameter adjustments and stationary 

processes weren’t carried out in this research 
because the researchers wanted the data trends to 
match the original and there was no data 
engineering that was too far from the original data. 
Meanwhile, the cross-validation process had been 
carried out previously but still obtained 
inappropriate values. 
 
C. Model Prediction of Linear Regression 

We use previous values as features (lag 
variables) to train a linear regression model. After 
training the model, then we make predictions for 
the test data. Finally, the predicted results and the 
actual values are visualized to compare them. The 
visualition of prediction results of the Linear 
Regression (LR) model can be seen in Figure 15. 
 

 
Figure 15. Prediction Model of Linear Regression 

for Confirmed COVID-19 
In Figure 15, the prediction results of the 

training model using the LR model are almost close 
to the actual data. Likewise with the results of 
testing the data. Meanwhile, a comparison of the 
real dataset and model predictions can be seen in 
Table 4 

 
Table 4. Actual vs prediction model Linear 

Regression for Confirmed COVID-19 
 Date y (Real) yhat (Prediction) 

0 2020-03-02 2 201 
1 2020-03-03 0 199 
2 2020-03-04 0 199 
3 2020-03-05 0 199 
4 2020-03-06 2 201 
…. …. …. …. 

652 2021-12-14 190 398 
653 2021-12-15 205 406 
654 2021-12-16 213 481 
656 2021-12-17 291 424 
657 2021-12-18 232 425 
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Linear Regression Models can often have 
good performance in predicting COVID-19 cases 
compared to FBProphet, especially in some specific 
cases. There are several reasons why this could 
happen: 
 
1. Model Interpretation, LR provides a direct and 

intuitive interpretation of the relationship 
between an independent variable (e.g., time) 
and a dependent variable (number of COVID-
19 cases). This can help in better 
understanding what factors influence the 
spread of the disease. 

2. Model Simplicity, LR Models have great 
simplicity compared to models like FBProphet 
which have many components such as 
seasonal trends, holidays, and changepoints. In 
the context of COVID-19 predictions, this 
simplicity can be useful because not all COVID-
19 data has clear seasonal patterns or 
significant point changes. In other words, 
Linear Regression can more easily adapt to 
data that may be more linear in nature. 

3. Flexibility in Data Processing, LR can easily 
handle data transformations such as log-
transform or outlier handling, which can help 
improve model performance and overcome 
problems such as negative or extreme values in 
predictions. 

4. FBProphet Limitations, Although FBProphet is 
a powerful tool for time series modeling, it also 
has limitations in terms of datasets that 
require special transformations or have 
patterns that do not match the assumptions of 
the FBProphet model. If the data doesn’t have 
a clear seasonal component or significant point 
changes, FBProphet may not be able to 
produce accurate predictions. 

 
D. Metric Evaluation 

Metric evaluation is the final stage used to 
determine the difference between the predicted 
value between the model and the observed truth 
value. Based on the evaluation that has been carried 
out, Table 5 is a comparison of the results of RMSE, 
MAE and MAPE from the FBProphet and Linear 
Regression models. 

 
Table 5. Evaluation Metric of RMSE, MAE and 

MAPE using FBProphet and Linear Regression 
 RMSE MAE MAPE (%) 

FBProphet 6263.26 3620.04 66.79 
Linear 
Regression 

292.91 178.81 12.79 

 
In Table 5, the Linear Regression algorithm 

gets better RMSE, MAE and MAPE values compared 

to FBProphet, namely 292.91; 178, 81 and 12.79%. 
The smaller the result of the evaluation metric, the 
better the prediction model. 

The analysis results using the LR model are 
better than FBProphet possibly because the dataset 
used doesn’t require additional model complexity. 
FBProphet, although powerful for some time series 
forecasting cases, may be too complex for data that 
doesn’t have highly seasonal patterns or doesn’t 
require special handling of holidays and special 
events. Linear regression models are likely to be 
more efficient if the data has a relatively simple 
structure. 

 
CONCLUSION 

 
This research was conducted to see the differences 
in predictions using the FBProphet and Linear 
Regression models for time series data which are 
fluctuating but not periodic. Even though FBProphet 
is known as a model that is suitable for fluctuating 
data, in this research the FBProphet model received 
poor evaluation results when compared to the 
Linear Regression model. This happens because the 
model is overfit and produces negative predictions. 
The data used in this research is also follow-up data 
from previous research. The dataset obtained from 
the KAWALCOVID19 website consisted of 657 data 
starting from March 2 2020 to December 19 2021. 
Preprocessing was carried out by identifying 
missing data and formatting predictor variables. 
Next, the data is divided into two parts, namely 80% 
train data which is used to train the model and 
predict 20% test data. The research results showed 
that the Linear Regression algorithm obtained 
better RMSE, MAE and MAPE values compared to 
FBProphet, namely 292.91; 178, 81 and 12.79%. 
The analysis results using the LR model are better 
than FBProphet, possibly because the dataset used 
doesn’t require additional model complexity. 
Limited data obtained can also cause this to happen. 
As can be seen in the graph of the spread of COVID-
19, where initially the data was linear, but at certain 
times (in July-August 2021 data there was an 
unusual spike in data and only occurred in one time 
period). So the linear assumption occurs on this 
dataset and causes simple calculations using LR to 
be better than using FBProphet which may be too 
complicated for data that doesn’t have seasonal 
patterns or require special handling of holidays and 
special events. In further research, it can be carried 
out by adding datasets so that we can see the 
distribution of further data distribution (whether 
there is still overfitting or not). If overfitting doesn’t 
occur in the subsequent data, the hyperparamer 
adjustment process or cross validation can be 



 

VOL. 9. NO. 2 FEBRUARY 2024. 
 . 

DOI: 10.33480/jitk.v9i2.5174. 
 

 

337 

carried out to produce better predictions. In future 
research, you can use the Neural FBProphet model 
or other time series machine learning models. 
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