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Abstract— Machine learning (ML) is a branch of artificial intelligence (AI) that deals with the development 
of systems capable of learning from data to make predictions or decisions without being explicitly 
programmed. In this study, we conducted an analysis of students' interest in the Internship and Certified 
Independent Study Program (MSIB) in the context of the Independent Campus Learning policy. The method 
used is a survey by distributing questionnaires to students of Amikom Purwokerto University in the MSIB batch 
5 in year 2023. The results of this study can provide understanding and predictions about students' interest in 
the MSIB program based on relevant variables, such as study program, semester, cumulative grade point 
average (GPA), semester credit system (SKS), and previous work experience. The research results indicate that 
GPA and Study Program greatly influence students' interest in MSIB. The Naïve Bayes algorithm yielded an 
accuracy of 0.6875 on the training data and 0.25 on the testing data, with a confusion matrix of (0, 1, 0; 0, 1, 
2; 0, 0, 0). Meanwhile, the Support Vector Machine (SVM) algorithm yielded an accuracy of 0.4375 on the 
training data and 0.75 on the testing data, with a confusion matrix of (0, 1; 0, 3). The machine learning model 
developed in this study is expected to help predict students interest based on new data provided, thus 
supporting decision-making in optimizing the MSIB program. 

 
Keywords: merdeka belajar kampus merdeka, MSIB, naive bayes classifier, support vector machine 

 
Intisari— Machine learning (ML) adalah cabang dari kecerdasan buatan yang berkaitan dengan 
pengembangan sistem yang dapat belajar dari data untuk membuat prediksi atau keputusan tanpa harus 
diprogram secara eksplisit. Dalam penelitian ini, kami melakukan analisis terhadap minat mahasiswa 
terhadap program Magang dan Studi Independent Bersertifikat (MSIB) dalam konteks kebijakan Merdeka 
Belajar Kampus Merdeka. Metode yang digunakan adalah survei dengan menyebarkan kuesioner kepada 
mahasiswa Universitas Amikom Purwokerto pada MSIB batch 5 Tahun 2023. Hasil penelitian ini dapat 
memberikan pemahaman dan prediksi tentang minat mahasiswa terhadap program MSIB berdasarkan 
variabel-variabel yang relevan, seperti program studi, semester studi, indeks prestasi kumulatif (IPK), sistem 
kredit semester (SKS), dan pengalaman kerja sebelumnya. Hasil penelitian menunjukan bahwa IPK dan 
Program Studi sangat mempengaruhi minat mahasiswa terhadap MSIB. Algoritma naive bayes menghasilkan 
akurasi pada data training sebesar 0.6875 dan pada data testing sebesar 0.25, dengan confusion matrix (0, 1, 
0; 0, 1, 2; 0, 0, 0). Sementara itu, algoritma support vector machine (SVM) menghasilkan akurasi pada data 
training sebesar 0.4375 dan pada data testing sebesar 0.75, dengan confusion matrix (0, 1; 0, 3). Model 
machine learning yang dikembangkan dalam penelitian ini diharapkan dapat membantu memprediksi minat 
mahasiswa berdasarkan data baru yang diberikan, sehingga dapat mendukung pengambilan keputusan 
dalam mengoptimalkan program MSIB. 
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INTRODUCTION 
 

The Merdeka Belajar Kampus Merdeka 
(MBKM) program is an innovative policy issued by 
the Ministry of Education, Culture, Research, and 

Technology[1]. One of the key aspects of this policy 

is the Certified Internship and Independent Study 

(MSIB) program [2] . MSIB aims to encourage 

students' interest in mastering various sciences that 
will be an important provision when they enter the 
increasingly competitive world of work. 
Universities that have adopted the MBKM program 
have succeeded in creating a more flexible and 
independent learning environment. This allows 
students to be actively and innovatively involved in 
the learning process. This program pays close 
attention to student needs, covering three 
important aspects, namely attitudes, knowledge, 

and skills [3]. Participants who take part in the 

MSIB program can get a maximum value conversion 

of 20 credits [4]. This is the main attraction of the 

program, as it gives students the opportunity to gain 
real-world experience with academic value. 

The implementation of the MBKM policy on 
campuses is able to influence student interest and 
involvement in the program. The success of this 
policy largely depends on the extent to which it is 
able to motivate students to be actively involved, 
which in turn will help improve their abilities. There 
is a relevant previous study by Rochana et al. 
(2021), which noted the determinants that shape 
student interest and involvement in the 
independent campus policy. This research provides 
additional insight into the factors that may influence 

student interest in the MSIB program [5]. In 
addition, other studies have compared support 
vector machine (SVM) and naïve bayes classification 
(NBC) algorithms in other contexts. For example, 
research by Sulton Nur Hakim (2021) conducted 
sentiment analysis of myindihome user perceptions 
using the support vector machine (SVM) and naïve 
bayes classification (NBC) methods. The results 
show that SVM has better performance in 
classifying myIndiHome review data than the NBC 

method [6]. Classification method is one of the 

useful approaches to determine which category is 
most suitable for a data object, in this case, the 
category of student interest in the MSIB MBKM 

program [7] . SVM is an algorithm that focuses on 

optimal separation between classes in a dataset [8], 
while NBC is an algorithm that relies on simple 

probabilities based on Bayes' theorem [9][10]. Both 

will be used to understand students' interest in the 
MSIB program. 

The research to be conducted aims to analyze 
and compare student interest in the MSIB program. 
The research data is taken from the survey results 
filled in by Amikom Purwokerto University 
students. This data will be processed into a 
classification model to determine student interest in 
the MSIB MBKM program with the help of machine 
learning. This research will compare two different 
machine learning algorithms, namely support 
vector machine (SVM) and naïve bayes classifier 
(NBC) in analyzing student interests.   

 
MATERIALS AND METHODS 

 
Naïve Bayes classifier (NBC) is a classification 

algorithm based on probability and Bayes 

theorem[11], [12]. In this research, NBC will be 

used to classify students into interest groups based 
on datasets and to classify student interests based 

on probability [13]–[15].  
Support Vector Machine (SVM) is an algorithm 

that focuses on the optimal separation between 

classes in a dataset [16], [17]. In this study, SVM will 

be used to create an optimal separation [18] 
between groups of students based on factors that 
reflect their interest in the MSIB program. 

 
Source: (Research Result, 2024) 

Figure 1. SVM Division Illustration 1 
 
There are three boundary lines shown in 

Figure 1. The hyperline line located in the center of 
the figure is the hyperline line, and the other two 
lines are the separators between the vector points 
identified by the yellow and green points. For the 
purpose of finding accuracy, the SVM technique 
divides the yellow-green vector groups by finding 
the vector points that are closest to the group and 

that are close to the hyperline [19] . The vector 

point closest to the hyperline in Figure 2 should be 
in a straight direction with respect to the hyperline 

[20]. 
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Source: (Research Result, 2024) 

Figure 2. Illustration of SVM Division 2 

In the process of data processing, there is a 
stage that is carried out to measure the performance 
assessment of a system. This stage is known as 
performance evaluation measure (PEM), and is used 
in this system to find the identification result of 
information comparison with confusion matrix. 
This is achieved by calculating the accuracy, 
precision, recall and F1-score values. Accuracy is the 
degree of accuracy between the user's query and the 
system's answer, recall is the comparison of the 
system's exact reading with previously executed 
information, and F1-score is the harmonic mean or 
average value of accuracy and recall. Accuracy is the 
result of the data read by the system from all 
information. Accuracy is the degree of accuracy 
between user requests and answers from the 
system [21]. In this system design, google colab is 
used as the coding environment, and Python is the 
programming language used. If this environment is 
used in the machine learning calculation process, 
there is no need to manually calculate the accuracy, 
precision, recall and F1-score levels. Python already 
has the ability to directly calculate these levels 
automatically[22]. 

The research flow consists of several stages 
as shown in Figure 3. 

 

Source: (Research Result, 2024) 
Figure 3. Research flow 

Figure 3 is the flow of the research 
methodology to be carried out, starting with data 
collection. In this research, the data collection 
method used is the survey method. The survey was 
conducted by distributing questionnaires to 
students of Amikom Purwokerto University to 
collect data about their interest in MSIB 
participation. The questionnaire included questions 
related to motivation, expected benefits, and 
preferences in participating in MSIB activities. Next 
is the literature study step, which uses references 
from previous research by utilizing the support 
vector machine (SVM) and Naïve Bayes Classifier 
(NBC) methods [23] for the process of classifying 
and grouping data. After the survey data is collected, 
a data pre-processing step is performed to prepare 
the raw data into a format that is more suitable for 
analysis with machine learning algorithms[24], 
[25]. Some pre-processing methods that can be used 
are as follows: 
a. Data cleaning: removing irrelevant, duplicate, 

or incomplete data, as well as troubleshooting 
missing or invalid data. 

b. Data normalization: converting data into a 
standard or normal form to eliminate 
formatting differences, for example, converting 
text to all lowercase or replacing synonyms 
with similar words. 

c. Categorical data conversion: converting 
categorical variables into a numerical form that 
can be understood by the algorithm, such as 
using one-hot encoding or label encoding. 

After the data cleaning process was complete, 
the data was then categorized according to the 
labels. This test is conducted by collecting data to 
identify whether students are interested in MSIB or 
not. The bound variable used was whether students 
were interested or not (yes or no), and the 
independent variables used were course, semester, 
credits, and work experience. The computational 
procedures were performed in a computerized 
manner, which means that codes were entered into 
the system. This process also includes the 
performance of the dataset. In testing and training, 
data training serves as the basis for determining 
whether the data used is workable. Data testing, on 
the other hand, refers to using new data to evaluate 
the accuracy of a system and determine whether it 
is already functioning according to the required 
standards. The next step in the identification 
process is to calculate accuracy, precision, recall and 
F1-score on the system that has been built [21]. This 
is done in order to determine the results of the NBC 
and SVM algorithms, which will allow for 
comparisons to be made between the two 
approaches. 
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RESULTS AND DISCUSSION 
 
Table 1 below is the result of use based on the 

variables that have been planned in the method 
section. 

Table 1. Required data variables 
Variable Variable’s description 

X1 Study Program 
X2 Semester 
X3 GPA 
X4 SKS 
X5 Working Status or Not 
Y1 Students' interest level to join MSIB 

Source: (Research Result, 2024) 
 

In this research, the main objective is to develop 
a machine learning model that can help predict 
student interest in internships and certified 
independent study (MSIB). MSIB has the potential 
to provide students with practical experience and 
additional knowledge outside the traditional 
academic environment. To achieve this goal, 
classification algorithms such as naïve bayes 
classifier and support vector machine (SVM) will be 
used. These algorithms will learn patterns from 
training data involving various relevant variables.   
In this context, the variables taken into account 
include the student's study program, semester of 
study, cumulative grade point average (GPA), 
semester credit system (SKS), and previous work 
experience.  

 

 
Source: (Research Result, 2024) 

Figure 4. Number of rows, columns, and 
dimensions of the dataset 

Figure 4 is a description of the dataset, where 
the first row is used to print 120 rows of data, the 
second row prints the number of columns as many 
as 6, and the third row prints the dimensions of the 
data in the form of tuples with dimensions (120,6). 

 
Source: (Research Result, 2024) 
Figure 5. Results of dataset testing of students' 

interest in MSIB 

Next Figure 5 is the data frame function 'df'. 
First, the relevant columns are selected, and then 
20 rows of data are randomly displayed with 
better variation. The following Figure 5 is the 
result of the model test with one dependent 
variable and four independent variables based on 
the dataset. 

  
 Source: (Research Result, 2024) 

Figure 6. Data normalization 
 

Figure 6 shows the 'df' data frame that has 
been transformed in several columns. The 'Study 
Program' column is transformed into a numerical 
representation where 'Informatics' is represented 
as 1, 'Information Systems' as 2, 'Information 
Technology' as 3, and 'Other' as 4. Then the 'MSIB' 
column is transformed into a numerical value 
where 'Very Interested' is represented as 1, 
'Interested' as 2, 'Moderately Interested' as 3, 'Not 
Interested' as 4, and 'Very Not Interested' as 5. 
Lastly, the column 'Work Experience' is 
transformed into a boolean value, with 'Yes' 
represented as 1 and 'No' represented as 0. This 
transformation helps convert categorical data into 
numerical form, facilitating data analysis and 
modeling, and the result is a data frame consisting 
of numerical data that can be further used for 
analysis and processing. 

 
Source: (Research Result, 2024) 
Figure 7. Accuracy and naïve bayes classification 

report 
 

Figure 7 shows the performance evaluation 
of a classification model, which may use methods 
such as Support Vector Machine (SVM) or Naïve 
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Bayes Classifier to predict the target variable 'MSIB' 
based on pre-selected independent variables. Let's 
discuss each of the evaluation metrics presented in 
the classification report: 
a. Accuracy: 25.00% 
b. The 25% accuracy indicates that the model 

predicts correctly for only a quarter of the 
data. 

c. Classification report: 
1. Precision: 

Class 1: 0.00 (No correct predictions for this 
class) 
Class 2: 0.50 (Half of the class 2 predictions 
were correct) 
Class 3: 0.00 (No correct predictions for this 
class) 

2. Recall or Sensitivity: 
Class 1: 0.00 (No correct predictions for this 
class) 
Class 2: 0.33 (Part of the class 2 data was 
detected correctly) 
Class 3: 0.00 (No correct prediction for this 
class) 

3. F1-Score: 
Class 1: 0.00 (No correct prediction for this 
class) 
Class 2: 0.40 (Balanced combination of 
precision and recall for class 2) 
Class 3: 0.00 (No correct prediction for this 
class) 

4. Support: 
Indicates the number of instances (samples) 
that support each class 

5. Macro Average and Weighted Average: 
Macro avg takes the average of the metric 
values for each class regardless of how much 
each class contributes to the total data, while 
weighted avg gives each class a weight based 
on the number of samples in each class. 

 
Source: (Research Result, 2024) 

Figure 8. Accuracy and classification report of 
support vector machine 

 
Figure 8 explains the model evaluation results, 

there is an increase in accuracy to 75.00%. 
a. Accuracy: 75.00% 

b. The 75% accuracy indicates that the model 

predicted correctly in three out of four cases. 

c. Classification report: 

1. Precision: 
Class 1: 0.00 (No correct predictions for this 
class) 
Class 2: 0.75 (Three-quarters of the class 2 
predictions were correct) 

2. Recall or Sensitivity: 
Class 1: 0.00 (No correct prediction for this 
class) 
Class 2: 1.00 (All class 2 data is correctly 
detected) 

3. F1-Score: 
Class 1: 0.00 (No correct prediction for this 
class) 
Class 2: 0.86 (High F1 score indicates a balance 
between precision and recall for class 2) 

4. Support: 
Indicates the number of instances (samples) 
that support each class 

5. Macro Average and Weighted Average: 
Macro avg takes the average of the metric 
values for each class regardless of how much 
each class contributes to the total data, while 
Weighted avg gives each class a weight based 
on the number of samples in each class. 

 
  Source: (Research Result, 2024) 

Figure 9. Accuracy of naïve bayes training and 
testing data 

 
In Figure 9, the results of high accuracy on 

training data (0.6875) and low accuracy on testing 
data (0.25) indicate overfitting in the model. 
Overfitting occurs when the model is overly adapted 
to specific training data and cannot generalize well 
to data it has never seen. 

 
Source: (Research Result, 2024) 

Figure 10. Accuracy of support vector machine 
training and testing data 

 
Figure 10 shows that there is a significant 

difference between the accuracy on the training and 
testing data (0.4375 on the training data and 0.75 
on the testing data), indicating that the model may 
be overfitting and the opposite, underfitting. 
Underfitting occurs when the model is not complex 
enough to capture the patterns present in the 
training data.



 

 

VOL. 10. NO. 1 AUGUST 2024. 
 . 

DOI: 10.33480/jitk.v10i1.5270. 
 

 121 

 
Source: (Research Result, 2024) 

Figure 11. Confusion matrix  comparison 
 

From the data results in Figure 11 
information about missing values = 0.00%, so the 
data is very accurate. Strongly affecting student 
interest in MSIB are GPA and Study Programme. The 
naïve bayes classifier algorithm produces accuracy 
on training data = 0.6875 and accuracy on testing 
data = 0.25, so the confusion matrix = (0, 1, 0; 0, 1, 2; 
0, 0, 0). The support vector machine algorithm 
produces accuracy on training data = 0.4375 and 
accuracy on testing data = 0.75, so the confusion 
matrix = (0, 1; 0, 3). A student's programme of study 
can provide insight into the specific interests a 
student may have in a particular field. Semester of 
study can give an indication of a student's level of 
progress and readiness to engage in internship or 
independent study activities. GPA and credits can 
reflect students' academic performance and the 
extent to which they have engaged themselves in 
college activities. Previous work experience can also 
play an important role, as it can provide insights and 
skills that are relevant in the context of internships 
and independent studies. 

Utilizing these variables, the machine 
learning model will be trained using historical 
training data that includes information on student 
interest in internships and certified independent 
study. The data will be used to train the model to 
learn the relationship between relevant variables 
and student interest. After going through the 
training process, the trained model will be used to 
predict students' interest based on the new data 
provided. Thus, the model can provide assistance in 

understanding and predicting students' interest in 
internships and certified independent studies based 
on the previously described variables. 

 
CONCLUSION 

 
Based on the results of research that has been 

carried out on the data test model above with the 
dependent variable of interest or not (yes or no) and 
independent variables such as study programme, 
semester, credits, work experience, it can be 
concluded to determine student interest in the MSIB 
program at Amikom Purwokerto University can be 
analyzed using machine learning methods, such as 
support vector machine (SVM) and naïve bayes 
classifier (NBC). Survey data that has been 
processed through pre-processing can be used as 
input to train machine learning models. SVM and 
NBC models can predict student interest in the MSIB 
programme with different levels of accuracy. The 
accuracy of the SVM model is higher (75%) than the 
NBC model (25%). Model evaluation using methods 
such as accuracy, precision, recall, F1-score, and 
confusion matrix can provide information about the 
model's performance in predicting student interest. 
Variables such as study programme, semester of 
study, GPA, credits, and previous work experience 
can be factoring that influence student interest in 
the MSIB programme. The machine learning model 
developed can help better decision-making and 
campus policy development in optimizing the MSIB 
program. The factors that strongly influence student 
interest in MSIB are GPA and Study Programme. The 
machine learning model developed in this research 
can provide assistance in predicting student 
interest based on new data provided, so that it can 
support decision making in optimizing the MSIB 
program. 
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