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Abstract— Ticker symbol identification based on stock price data in investor decisions has been proven to be 
pivotal. Though research exists on stock price forecasting, ticker symbol identification is still a research 
opportunity. Meanwhile, some temporal-sequential classification methods are available, such as classification-
integrated moving average (CIMA) and recurrent neural network (RNN)-based deep learning such as long 
short-term memory (LSTM), and gated recurrent unit (GRU). Our research aim is to prove that CIMA can 
perform ticker symbol identification on non-stationary stock price datasets. This research collects ten most 
well-known stock price dataset from Kaggle and performs pre-processing. Then it designs CIMA with non-
stationary data and the benchmark deep learning methods. Both methods are optimized with hyperparameter 
tuning and model selection between adaptive boosting (AdaBoost) and legacy k-nearest neighbors (KNN). The 
test results show five non-stationary features in the stock price dataset must go through a differentiation 
process. Then, AdaBoost has an accuracy of 0.9967 ± 0.001, while KNN has an accuracy of 0.9971 ± 0.001, with 
no significant difference based on t-test. Meanwhile, AdaBoost has a significantly smaller model size and testing 
and prediction time than KNN. In benchmarking, CIMA+AdaBoost is superior to the three other methods for 
accuracy, precision, recall, and f1-score, all of which have a value of 0.996. Our research contribution is ticker 
symbol identification based on stock price using CIMA on multiple-class sequential classification with non-
stationary data. For future research, we advice to perform this method on other stock price data. 
 
Keywords: classification-integrated moving average, non-stationary data, stock price, temporal-sequential 
classification, ticker symbol. 
 
Intisari— Identifikasi simbol ticker berdasarkan data harga saham dalam pengambilan keputusan investor 
terbukti penting. Meskipun terdapat penelitian mengenai perkiraan harga saham, identifikasi simbol ticker 
masih merupakan peluang penelitian. Sementara itu, beberapa metode klasifikasi sekuensial temporal telah 
tersedia, seperti classification-integrated moving average (CIMA) dan deep learning berbasis recurrent neural 
network (RNN) seperti long short-term memory (LSTM), dan gated recurrent unit (GRU). Tujuan dari 
penelitian kami adalah untuk membuktikan bahwa CIMA dapat mengidentifikasi simbol ticker dalam dataset 
harga saham non-stasioner. Penelitian ini mengumpulkan sepuluh kumpulan data harga saham paling 
terkenal dari Kaggle dan memprosesnya terlebih dahulu. Kemudian merancang CIMA dengan data non 
stasioner dan metode deep learning benchmark. Kedua metode dioptimalkan dengan penyetelan 
hyperparameter dan pemilihan model antara peningkatan adaptif (AdaBoost) dan k-nearest neighbours 
(KNN) lama. Hasil pengujian menunjukkan lima fitur non stasioner pada dataset harga saham harus melalui 
proses diferensiasi. Kemudian AdaBoost mempunyai akurasi sebesar 0,9967 ± 0,001, sedangkan KNN 
mempunyai akurasi sebesar 0,9971 ± 0,001, tidak terdapat perbedaan yang signifikan berdasarkan uji t. 
Sedangkan AdaBoost memiliki ukuran model serta waktu pengujian dan prediksi yang jauh lebih kecil 
dibandingkan KNN. Dalam benchmarking, CIMA+AdaBoost lebih unggul dari ketiga metode lainnya dalam hal 
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akurasi, presisi, recall dan f1-score yang semuanya memiliki nilai 0,996. Kontribusi penelitian kami adalah 
identifikasi simbol ticker berdasarkan harga saham menggunakan CIMA dalam klasifikasi berurutan 
beberapa kelas dengan data non stasioner. Bagi penelitian selanjutnya, kami menyarankan untuk melakukan 
metode ini pada data harga saham lainnya. 
 
Kata Kunci: klasifikasi-rata-rata bergerak terintegrasi, data non-stasioner, harga saham, klasifikasi 
temporal-sekuensial, simbol ticker. 
 

INTRODUCTION 

 
Stock price predictions are important 

because investors have various needs. Singh et al. 
[1] mentioned that stock price predictions is needed 
for investment decisions. Chen et al. [2] mentioned 
that stock price prediction is used for risk 
management in harsh environments with high 
uncertainty. Shah et al. [3] said that stock price 
prediction can stabilize the financial system. Several 
studies have applied stock price predictions using 
advanced methods such as deep learning and 
obtained satisfactory performance results [4]. On 
the other hand, in making investor decisions, 
several studies also reveal the importance of 
identifying stock price ticker symbols [5]. 

Several studies have carried out ticker 
symbol identification, where this research generally 
uses sentiment analysis. An example is research 
from Khandelwal et al. [6], who extracted ticker 
symbols from Twitter using sentiment analysis and 
then identified which ones were most discussed on 
social media. On the other hand, there is a research 
opportunity to identify ticker symbols from stock 
price data. The method used is signal identification, 
which detects and classifies signals in a dataset [7]. 
Long short-term memory (LSTM) is a deep learning 
method that is a state-of-the-art method in signal 
detection [8]. 

Furthermore, a research previously created a 
method called classification-integrated moving 
average (CIMA) which can classify controlling light 
status based on passive infrared (PIR) sensor 
signals [9]. The identified weakness is that this 
method has not been tested in other case studies 
beside smart lighting data. There is a research 
opportunity to apply CIMA to identify ticker 
symbols in stock prices and benchmark them using 
state-of-the-art signal identification methods. The 
stock price data is known as non-stationary data 
[10], where it is important to prove that the integral 
components in CIMA significantly influence ticker 
symbol identification. 

Our research aim is to prove that CIMA can 
perform ticker symbol identification on non-
stationary stock price datasets. This research 
collects the most well-known stock price dataset 
from Kaggle and then performs pre-processing on 

the data. Then it designs CIMA with non-stationary 
data and designs the benchmark recurrent neural 
network (RNN)-based deep learning methods, 
namely LSTM, RNN, and gated recurrent unit (GRU). 
Both methods are optimized with hyperparameter 
tuning and model selection between adaptive 
boosting (AdaBoost) and k-nearest neighbor (KNN). 
Finally, the performance of the models are 
compared. 

To the best of our knowledge, there has never 
been any research that discusses ticker symbol 
identification using stock price data. The following 
is a list of our contributions: 
1. A stock price dataset consisting of six features: 

“Open,” “High,” “Low,” “Close,” “Adj Close,” and 
“Volume,” from ten different ticker symbols: 
AMZN, AAPL, GOOGL, HYMTF, KO, META, NLFX, 
SSNLF, SBUX, and TSLA. 

2. A ticker symbol identification method using 
CIMA based on stock price data. 

3. An application of CIMA to multiple class 
problems with non-stationary temporal 
sequential data performs better than RNN-
based deep learning methods. 

The remainder of this paper is the following 
systematics: Section 2 discusses our research 
design. Section 3 shows our research results and 
discusses the contributions to related research. 
Finally, Section 4 presents the conclusions of our 
study. 

 
MATERIALS AND METHODS 

 
A research method to achieve our goals is proposed. 
The most well-known stock price dataset from 
Kaggle is collected and then pre-processing on the 
data is performed. The CIMA with non-stationary 
data and the benchmark RNN-based deep learning 
methods are designed, namely LSTM, RNN, and 
GRU. Both methods are optimized with 
hyperparameter tuning and model selection 
between AdaBoost and KNN. Finally, the 
performance of the models are compared. Source: 
(Research Results, 2024)  

Figure 1 presents our research method in the 
form of a block diagram. 
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Source: (Research Results, 2024)  

Figure 1. Our proposed research method. 
 

1. Stock Price Datasets 

A stock price dataset collects information about 
stock prices in the stock market [11]. Stock price 
datasets usually have seven columns: ' Date,' 'Open,' 
'High,' 'Low,' 'Close,' 'Adj Close,' and 'Volume' [12]. 
'Date' is the date the data was taken. 'Open' and 
'Close' are the share prices at the beginning and end 
of that date. 'High' and 'Low' are the highest and 
lowest stock prices on that date. 'Adj Close' means 
adjusted close, where the value is the 'Close' price 
adjusted for other circumstances such as 
cooperative action. Finally, 'Volume' shows the total 
value of transactions on that day. 

Several studies have used several stock price 
datasets from Kaggle. Xu et al. [13] used the Netflix 
stock price dataset for research on forecasting using 
linear regression, decision trees, and gradient 
boosting. Omoware et al. [14] used two datasets, 
namely Google and Amazon stock price datasets, for 
LSTM predictions. Chatterjee et al. et al. [15] used 
forecasting to predict the stock price of Hyundai and 
Samsung using the LSTM method. Thuan et al. [16] 
used Meta and Tesla stock price datasets to predict 
opening and closing values using methods including 
autoregressive integrated moving average 
(ARIMA), support vector regression (SVR), linear 
regression (LR), and GRU. 
Furthermore, Nabi et al. [17] classified stock price 
differences between Starbucks and Apple prices 
using several feature engineering and machine 
learning classification techniques. Lastly, Wang et 
al. [18] said that RNN is the most suitable method 
for carrying out regression on coca-coal stock price 
prediction. Ten stock price datasets used by 
previous research are downloaded from Kaggle. 
Figure 2 shows the first “Open”, “High”, “Low”, and 

“Close” in the dataset downloaded to provide an 
illustration of the data. 

 
Source: (Research Results, 2024)  
Figure 2. The first 50 stock price data from Kaggle 

containing “Open,” “High,” “Low,” and “Close” 
features. 

 
2. Ticker Symbols and Pre-Processing 

Every company selling stock on the stock 
market has a ticker symbol. Ticker symbols are 
several letters that represent the company [19]. For 
example, the ticker symbol for Starbucks is SBUX. 
Several studies show that creative and easy-to-
remember ticker symbols influence stock traders' 
desire to buy that stock [20]. 

Identifying ticker symbols from stock price 
data sets may seem niche, but their real-world 
impact can be significant in several aspects. We 
have reviewed thoroughly previous literatures on 
what the impact can bring specifically in the realms 
of economic information science: 
1. Financial and Investment Analysis [21]: 

Accurate identification ensures that the right 
stocks are analyzed, resulting in sound 
investment strategies and decision-making. 

2. Market Research and Trading Strategy [22]: 
Researchers, traders, and financial institutions 
rely on accurately identifying ticker symbols for 
market research. 

3. Data Integrity and Cleansing [23]: Identifying 
ticker symbols contributes to the audit party's 
contribution to data integrity and cleansing in 
financial data sets. 

4. Algorithms and Trading Automation [24]: 
Accurate identification of ticker symbols is 
becoming an important part of an automated 
trading strategy system. 

5. Risk Assessment and Portfolio Management 
[25]: Accurately identified ticker symbols 
impact a better-managed portfolio. 

6. Financial Education and Literacy [26]: Ticker 
symbol identification can empower individuals 
to understand financial markets and make 
informed investment decisions. 

Pre-processing of the data is carried out. 
First, the data are labeled based on each ticker 
symbol. Then, all data items that have NaN values 
are dropped. Feature correlation analysis with 
Pearson correlation is performed[27]. Feature 

Report Results

Design Deep Learning Benchmark Methods
RNN LSTM GRU

Compare The Performance of The Models

Optimize With Model Selection

Design The Ticker Symbol Identification With CIMA
AdaBoost KNN

Pre-Process The Dataset

Obtain Ten Well-Known Stock Price Dataset from 
Kaggle
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selection with a mean decrease in impurity (MDI) is 
then applied to the dataset [28]. 

 
3. CIMA with Differentiation for Non-

Stationary Data 

In time series analysis, non-stationary data 
must be differentiated to become stationary [29]. 
This is because carrying out time-series analysis on 
non-stationary data is challenging. The augmented 
Dicky-Fuller (ADF) test is a test to check whether 
time-series data is stationary or non-stationary 
[30]. This test can detect whether there is a unit root 
in a time-series data. If data has a unit root, then the 
data is non-stationary. The first step of the ADF test 
is to create the following regression equation: 

∆𝑦𝑡  =  𝛼 + 𝛽𝑡 + 𝛾𝑦𝑡−1 + 𝛿1𝑦𝑡−1

+ ⋯ 
+𝛿𝑝−1𝑦𝑡−𝑝+1 + 𝜀𝑡  (1) 

where ∆𝑦𝑡  is the first-order difference of the time-
series data, 𝛼 is a constant, 𝑡 is the lag, 𝛽 is for the 
possible coefficient of the lag, 𝛾 is the coefficient of 
the lag, 𝑦 is the value of the time-series data, 𝛿 is 
coefficient of the lag difference, p is the number of 
lags, and 𝜀 is the error. 

Furthermore, from the formula above, the t-
statistic from the ADF test has the following 
formula: 

𝑡 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 =  
�̂�

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐸𝑟𝑟𝑜𝑟 𝑜𝑓 �̂�
 (2) 

where 𝛾 is the estimated value of 𝛾. From the 
standardization of the t-statistic, the p-value is 
obtained. If p-value <  α, then H0 is rejected, and the 
time-series data is stationary, i.e., there is no rooting 
value in the dataset. If it is proven that a feature in a 
dataset is non-stationary, then the feature is 
differentiated. The formula for the differential for 
each data item 𝑦𝑛

′  is as follows:  

𝑦𝑛
′ = ∆𝑦𝑛 = 𝑦𝑛 − 𝑦𝑛−1, 𝑛 ∈

2,3,4, … , 𝑁 (2) 

where 𝑁 is the dataset size. 
The CIMA windowing process is then carried 

out. CIMA is a classification method for time-series 
data, where moving averages and differentiation 
are applied. These methods increase the correlation 
of time-series data with the classification target 
labels. The formulas below are used for CIMA 
windowing: 

𝑀𝑗 = (1 −
𝑗

𝐽
) × (𝑊 − 𝑉) + 𝑉, 𝑗 ∈ 𝐽 (4) 

MA𝑗,𝑛  =  
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖 = 𝑛−𝑀𝑗

,  n ∈  {𝐽,  𝐽 +

1,  𝐽 + 2,   … , N}   (5) 

where 𝑀𝑗  is the size of window 𝑗, 𝐽 is the number of 

windows, 𝑊 is the maximum window size, 𝑉 is the 
minimum window size, MA𝑗,𝑛 , is the moving average 

of window 𝑗 and data 𝑦𝑛 . 𝐽, 𝑊, and 𝑉 are 
hyperparameters set by the user to obtain optimum 
CIMA performance. 

After completing the CIMA windowing 
process, feature selection with MDI is performed. 
The MDI process can prevent overfitting, improve 
performance, and reduce the model size of the 
classification model [31]. MDI uses an extra trees 
classifier to get its impurity value [32]. MDI score is 
calculated with the following two equations: 

𝐷𝑘 =  ∑ 𝐼𝑛−1 − 𝐼𝑛𝑛 , 𝑘 ∈ 𝐾 (6) 

  

MDI𝑓   =  
1

𝐾
∑ 𝐷𝑘

𝐾
𝑘 = 1    (7) 

  
where 𝑓 ∈ 𝐹 and 𝐹 are the number of features, 𝐾 is 
the number of decision trees in the extra tree 
classifier, 𝐷 is impurity decrease, 𝐼 is impurity. 

The dataset is divided into train data and test 
data. Original CIMA trained with KNN is a simple 
and intuitive machine learning method that can 
perform regression and classification [33]. KNN 
makes decisions based on k-nearest data from the 
data to be classified in feature space [34]. KNN is 
used because this method performs well compared 
to other methods such as decision trees and naïve 
Bayes. However, KNN has several weaknesses, 
including a large model size and a slow and complex 
prediction time [35]. 

KNN can be benchmarked with more 
sophisticated models, such as ensemble methods. 
Adaptive boosting (AdaBoost) is an example of an 
ensemble method, where some of our previous 
research shows that AdaBoost also has good 
classification performance [36]. AdaBoost is a 
boosting type learning ensemble that gives greater 
weight to data items difficult to classify in its 
iteration process [37]. The weight 𝑤𝑛

𝑡  is given based 
on an iteration's error value 𝜀𝑡. The following 
formulas are involved in the AdaBoost process: 

𝜀𝑡 =  ∑ 𝑤𝑛
𝑡 × 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟(𝑦𝑖

𝑁

𝑛 = 1

≠ ℎ𝑡(𝑥𝑖)) 
 (8) 

α𝑡   =  
1

2
ln (

1−𝜀𝑡

𝜀𝑡
)    (9) 
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𝑤𝑛
𝑡+1  = 𝑤𝑛

𝑡   × 𝑒𝑥𝑝(−α𝑡 × 𝑦𝑖 ×
ℎ𝑡(𝑥𝑖))   (10) 

 
where 𝑦𝑖  is the actual label value, ℎ𝑡(𝑥𝑖) is the 

predicted label value, 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟(𝑦𝑖 ≠ ℎ𝑡(𝑥𝑖)) has a 
value of 1 if a data item is classified incorrectly. A 
value of 0 if the data item is classified correctly, and 
α𝑡  is the importance weight. 

Machine learning methods that involve 
sequential data usually go through pre-processing, 
whereas pre-processing involves methods such as 
data transformation or feature extraction [38]. Data 
transformation methods can involve techniques 
such as windowing, while feature extraction can 
involve statistical feature extraction [39]. However, 
using the classification method on sequential data 
directly without data transformation can show the 
ability of the classification method to handle 
sequential data directly. AdaBoost and KNN are 
used directly on sequential data to observe and 
compare their performance with the performance 
of the windowing process. 

CIMA is a sequential classification method. 
CIMA in ticker symbol identification is compared 
with state-of-the-art methods in sequential 
classification, namely from the RNN category [40]. 
RNN is a class of neural networks that effectively 
captures the sequential properties of data because 
its cell structure has memory [41]. Some methods 
under the RNN family are simple RNN, LSTM, and 
GRU. LSTM is an RNN variation created to overcome 
the vanishing gradient problem in RNN [42]. 
Vanishing gradients appear when neural networks 
try to learn long-term dependencies. GRU is a 
variation of LSTM that uses a smaller number of 
cells so that, with capabilities similar to LSTM, GRU 
has more efficient complexity [43]. 

RNN-based deep learning has a distinctive 
layer architecture. Table 1 explains each layer. The 
input layer in RNN has a unique shape because, 
before training, the data goes through a 
transformation, namely windowing with a certain 
time step (𝑇). The 𝑇 value and the feature size 𝐹 
influence the input layer size [36]. The next layer is 
the recurrent layer, whose contents are recurrent 
cells. The recurrent cell can be an LSTM, RNN, or 
GRU. The number of cells is obtained through 
optimization, which is represented with the 
notation R. Flattening layers have the function of 
changing the shape of the previous layer to one 
dimension. This layer facilitates compatibility 
between feature learning and classification layers 
[44]. The last layer is the output layer, where 
SoftMax activation is used. The size of the SoftMax 
activation output layer is according to the number 
of labels. The notation L is given to the output size, 

where L = 10. The SoftMax function is useful for 
multi-class classification. Its task is to transform an 
output label into a probability whose sum is 1 [45]. 

Table 1. The deep learning architecture for RNN, 
LSTM, and GRU. 

No Layer Name Activation Layer Size 
1 Input Layer  [𝑇, 𝐹] 
2 Recurrent Layer Tanh 𝑅 × 𝑇 × 𝐹 
3 Flattening Layer − 𝑇 ×  𝐹 
4 Dropout Layer − − 
5 Output Layer SoftMax 𝐿 

Source: (Research Results, 2024)  
 

Designing neural network architectures such 
as LSTM can be complex due to the many 
hyperparameters involved [46]. The number of 
LSTM units affects the architecture's ability to learn 
sequential patterns in the data. The number of 
epochs affects the LSTM model's ability to correct 
weights to improve model performance in 
classification. The optimum batch size makes 
training convergence occur at the right time and 
makes training time more efficient. The best 
learning rate guides the model towards 
convergence with optimum time. Finally, a large 
training data size can increase model performance 
and lengthen the training process time. 
 

RESULTS AND DISCUSSION 
 

1. Results 

Ten stock price datasets are downloaded 
from Kaggle, one each from the companies Amazon, 
Apple, Coca-Cola, Google, Hyundai, Meta, Netflix, 
Samsung, Starbucks, and Tesla. All sampling rates 
are one day. All datasets have seven features: 
“Date,” "Open,” “High,” “Low,” “Close,” “Adj. Close,” 
and “Volume.” The last thousand data from each 
dataset is used. This is to avoid imbalance 
conditions in identification training. Each company 
has a ticker symbol: AMZN, AAPL, GOOGL, HYMTF, 
KO, META, NLFX, SSNLF, SBUX, and TSLA. Table 2 
shows the enumeration results that are provided for 
each dataset. 

Table 2. The new stock price dataset containing ten 
companies’ stock price and stock price symbol. 

No 
Company 

Name 
Dataset 

Size 
Ticker 
Symbol 

Label 

1 Hyundai 1,959 HYMTF 0 
2 Samsung 1,228 SSNLF 1 
3 Apple 10,468 AAPL 2 
4 Amazon 6,155 AMZN 3 
5 Google 4,858 GOOGL 4 
6 Netflix 1,009 NFLX 5 
7 Starbucks 7,919 SBUX 6 
8 Tesla 1,692 TSLA 7 
9 Meta 2,906 META 8 

10 Coca-Cola 15,589 KO 9 

Source: (Research Results, 2024)  



 

 

VOL. 10. NO. 1 AUGUST 2024. 
 . 

DOI: 10.33480/jitk.v10i1.5349. 
 

 

173 

The next step sees us perform feature 
analysis and feature extraction on the dataset. The 
Pearson correlation coefficient (PCC) and MDI is 
used on six numerical features in the dataset, where 
the mean of the MDI score is the threshold for 
selection. In PCC analysis, all features except volume 
have the same PCC. Apart from that, all features 
negatively correlate with the ticker symbol. MDI 
Score provides more varied results than the PCC 
score. The mean of the MDI score is 0.167, so the 
features "Open," "High," and "Low" do not pass 
feature selection. Table 3 shows the results of our 
feature analysis and feature selection using the PCC 
and MDI scores. 

Table 3. Feature analysis and feature selection 
using PCC score and MDI score. 

No 
Feature 
Name 

PCC 
Score 

MDI Score Selected 

1 Open -0,64 0.149 FALSE 
2 High -0,64 0.137 FALSE 
3 Low -0,64 0.121 FALSE 
4 Close -0,64 0.181 TRUE 
5 Adj. Close -0,64 0.181 TRUE 
6 Volume -0,18 0.231 TRUE 

Source: (Research Results, 2024)  
 

 
(a) 

 
(b) 

Source: (Research Results, 2024)  
Figure 3. Confusion matrix of classification 

methods without CIMA windowing using (a) 
AdaBoost (b) KNN 

The following test shows how AdaBoost and 
KNN perform if CIMA windowing was not 
performed beforehand. A confusion matrix and test 
size of 0.33 is used to analyze the performance of 
the two models. Error! Reference source not 
found. shows the confusion matrix of the two 
models on testing data. AdaBoost has an above-
average performance for predicting SSNLF, AMZN, 
TSLA, and KO. Meanwhile, KNN has an above-
average performance in predicting HYMTF, SSNLF, 
and AAPL. However, both models have below-
average performance for predicting other ticker 
symbols. The accuracy of AdaBoost and KNN are 
0.40 and 0.51, respectively. 

Next, it is analyzed whether the features used 
for training are stationary or non-stationary. The 
ADF test is utilized for this test. The test results 
influence whether the feature undergoes 
differentiation or not. Table 4 shows the ADF test 
results for each feature. ADF test provides p-values 
above α for “Open,” “High,” “Low,” “Close,” and “Adj. 
Close”. This means that five non-stationary features 
must go through a differentiation process. The 
"Volume" feature is stationary and has a p-value of 
0.002. 

Table 4. The ADF test result on each feature. 

No 
Feature 
Name 

Statistics P-Value Conclusion 

1 Open -2.024 0.276 Non-Stationary 
2 High -2,017 0.279 Non-Stationary 
3 Low -2.090 0.248 Non-Stationary 
4 Close -2,019 0.278 Non-Stationary 
5 Adj. Close -2,101 0.244 Non-Stationary 
6 Volume -3,858 0.002 Stationary 

Source: (Research Results, 2024)  

Formula (3) is applied to differentiate the 
five non-stationary features above so that they all 
become stationary. These five new features, plus the 
stationary "Volume" feature, are made into a new 
dataset. CIMA windowing is then applied to the new 
dataset. The optimum hyperparameters for ticker 
symbol identification are 𝐽 = 5, 𝑊 = 500, and 𝑉 =
0. With 𝐽 = 5, CIMA windowing produces 36 new 
features for ticker symbol identification. Feature 
selection is performed again for these features using 
MDI. The results from MDI leave six features, 
namely the moving average results with 𝑀 = 400 
on the differentiated "Close" feature, then the 
moving average results with 𝑀 =  100, 200, 300, 
400, and 500 on the "Volume" feature. 

At this stage, 5,000 data items are available. 
The next step is to do a train test split. The data is 
divided into training and testing data with a testing 
size 0.33. Stratifying is applied, namely maintaining 
the proportion of each label when dividing the data 
into training and testing data. This is to prevent 
imbalance from occurring. The result of this step is 
3,350 data for training and 1,650 data for testing. 
There are 335 labels for training data and 165 for 
testing data. There is no imbalance in the dataset. 
AdaBoost and KNN training has been conducted 
twenty times. This is to observe the variability of the 
two models. The boxplot of accuracy is used to 
compare the performance of the two models. The t-
test is maintained to see the significance of 
differences in the performance of the two models. 
Source: (Research Results, 2024)  

Figure  shows the comparison results of 
AdaBoost and KNN accuracy for ticker symbol 
identification. AdaBoost has an accuracy of 0.9967 ± 
0.001, while KNN has an accuracy of 0.9971 ± 0.001. 
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Applying the t-test to both sets of accuracy values 
gives a p-value of 0.285, above α. These results show 
no significant difference in the performance of 
AdaBoost and KNN using CIMA windowing. 

 

Source: (Research Results, 2024)  
Figure 4. Accuracy comparison of AdaBoost and 

KNN with t-test to measure significance in 
difference on ticker symbol identification with 

CIMA windowing. 

Determining the more optimal model between the 
two models can use other metrics besides accuracy. 
The size model for the second metric is used. 
Source: (Research Results, 2024)  

Figure  shows the model size comparison 
between AdaBoost and KNN for ticker symbol 
identification using CIMA windowing. AdaBoost has 
a smaller model size than KNN. The AdaBoost model 
size is 241.5 kB, while the KNN model size is 260.8 
kB. 

 

Source: (Research Results, 2024)  
Figure 5. Model size comparison between 

AdaBoost and KNN for ticker symbol identification 
using CIMA windowing. 

Finally, testing time is used as an additional metric 
to see which model is more optimal for ticker 
symbol identification. Source: (Research Results, 
2024)  

Figure  shows the comparison results. 
AdaBoost has a testing time of 37.5 ± 7.3 ms, while 
KNN has a testing time of 100.4 ± 20.3 ms. The t-test 
applied to both value distributions have a p-value 

<0.01 and is smaller than α. AdaBoost has a 
significantly smaller testing time and prediction 
time than KNN. 

 

Source: (Research Results, 2024)  
Figure 6. Testing time comparison between 
AdaBoost and KNN with t-test to measure 
significance in difference on ticker symbol 

identification with CIMA windowing. 

At this stage, the confusion matrix from CIMA 
with AdaBoost and KNN is analyzed. Error! 
Reference source not found. shows the second 
image of the confusion matrix. CIMA with AdaBoost 
has seven false values, while CIMA with KNN has 
fewer false values, namely four. In CIMA with 
AdaBoost, the ticker symbol classification with the 
best recall value belongs to HYMTF, AAPL, SBUX, 
TSLA, META, and KO. Meanwhile, the CIMA classes 
with KNN with the best recall are SSNLF, AAPL, 
AMZN, NLFX, TSLA, and KO. The two confusion 
matrices show that CIMA windowing can improve 
the performance of AdaBoost and KNN in ticker 
symbol identification. 

Finally, the architecture of the RNN, LSTM, 
and GRU models is designed to compare with 
CIMA+AdaBoost. An exhaustive hyperparameter 
tuning is performed to get the best performance 
from the three models. First, it is noticed that 
increasing the batch size value will also increase the 
plateau of accuracy in the learning curve. Then it is 
observed that epochs below 240 and above this 
value reduce effectiveness. Among stochastic 
gradient descent (SGD), root mean squared 
propagation (RMSProp), adaptive movement 
estimation (Adam), adaptive gradient algorithm 
(Adagrad), and Adamax, the optimizer that provides 
the most optimal learning curve is Adamax. 

Furthermore, five different learning rates for 
the optimizer are also varied and the optimum 
learning rate is 10-3. It is observed that increasing 
the number of cells in the recurrent layer (𝑅) can 
improve the model's performance in distinguishing 
patterns in signals, where the optimum value is 16. 
Finally, varying the time step in transforming the 
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input data is attempted. Between the range of 100 
to 500, the most optimal value is 200. Table 5 
summarizes our optimization. 

Table 5. Hyperparameter tuning results on RNN-
based deep learning models. 

No 
Hyper-

parameter 
Tested Values 

Optimum 
Value 

1 Batch Size 120, 240, 480, 960, 1920 1920 
2 Epoch 30, 60, 120, 240, 480 240 

3 
Activation 
Function 

SGD, RMSProp, Adam, 
Adagrad, Adamax 

Adamax 

4 
Learning 

Rate 
10-1,10-2,10-3,10-4,10-5 10-3 

5 
Recurrent 
Layer Cells 

1, 2, 4, 8, 16 16 

6 Time Step 100, 200, 300, 400, 500 200 

Source: (Research Results, 2024)  
 

 
(a) 

 
(b) 

Source: (Research Results, 2024)  
Figure 7. Confusion matrix of classification 

methods with CIMA windowing using (a) AdaBoost 
(b) KNN 

Source: (Research Results, 2024)  
Figure  compares the performance of four 

ticker symbol identification methods: 
CIMA+AdaBoost, GRU, LSTM, and CNN. Accuracy, 
precision, recall, and f1-score is used as comparison 
metrics. CIMA+AdaBoost is superior to the three 
other methods for accuracy, precision, recall, and 
f1-score, all of which have a value of 0.996. Among 
RNN-based deep learning methods, GRU 
outperforms LSTM and RNN with accuracy, 
precision, recall, and f1-score values of 0.887, 0.993, 

0.887, and 0.887, respectively. LSTM is the deep 
learning model with the second-best performance, 
and RNN is the model with the worst performance. 

 

Source: (Research Results, 2024)  
Figure 8. Performance comparison of four ticker 

symbol identification methods. 
 

2. Discussion 

Several state-of-the-art studies have used 
several different stock price datasets. Sharaf et al. 
[40] researched using a stock price dataset from 
Amazon. Teng et al. [47] used stock prices from 50 
different companies, but among them, there were 
no ticker symbols HYMTF, KO, META, NLFX, SSNLF, 
SBUX, and TSLA. In addition, the study only used 
one feature, “Open.” Diqi et al. [48] used stock prices 
from PT. Aneka Tambang Tbk. for forecasting and 
synthetic data creation. This research also did not 
use the "Adj Close" feature. Mahadik et al. [49] used 
the stock prices of AdaniPorts and Tata Global 
Beverage Limited. Hossain et al. [50] used a stock 
price dataset of companies with five ticker symbols: 
BMO, BNS, IMO, SLF, and TRP. In our case, the 
research contribution is a stock price dataset 
consisting of six features: “Open,” “High,” “Low,” 
“Close,” “Adj Close,” and “Volume,” from ten 
different ticker symbols AMZN, AAPL, GOOGL, 
HYMTF, KO, META, NLFX, SSNLF, SBUX, and TSLA. 

Several previous researchers have studied 
the ticker symbol research theme. The research 
results of Prassetio et al. [51]  showed that changing 
the ticker symbol can cause the company's stock 
price to fall dramatically. Nazar et al. [52] 
investigated the relationship between stock value 
and the likeability and pronunciation of the ticker 
symbol. The results of this research state that the 
likeability of the ticker symbol influences stock 
prices, while the pronunciation does not show a 
significant effect. Long et al. [53] observed the 
influence of the ticker symbol's congruence with the 
company name on intangibles in the company. This 
congruence has an influence on the company, where 
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the ticker symbol is one of the company assets that 
the company must plan carefully.  

Table 6. State-of-the-art research on ticker symbol 
identification with non-stationary stock price 

dataset using CIMA 
Refe
renc

e 

Stoc
k 

Price 
Data
set 

Tick
er 

Sym
bol 

CI
M
A 

Non-
Stati
onar

y 
Data 

Contribution 

Shar
af et 
al. 
[47] 

✓ ✗ ✗ ✓ 

The use of Amazon 
stock price dataset. 

Teng 
et al. 
[54] 

✓ ✗ ✗ ✓ 

The use of “Open” 
feature from stock 
price dataset of 50 
ticker symbols, 
excluding HYMTF, 
KO, META, NLFX, 
SSNLF, SBUX, dan 
TSLA. 

Diqi 
et al. 
[48] 

✓ ✗ ✗ ✓ 

The use of PT. Aneka 
Tambang Tbk. stock 
price dataset 
excluding “Adj Close” 
feature. 

Mah
adik 
et al. 
[49] 

✓ ✗ ✗ ✓ 

The use of AdaniPorts 
and Tata Global 
Beverage Limited 
stock price dataset. 

Hoss
ain 
et al. 
[50] 

✓ ✗ ✗ ✓ 

The use of stock price 
dataset from BMO, 
BNS, IMO, SLF, dan 
TRP ticker symbols. 

Pras
setio 
et al. 
[51] 

✗ ✓ ✗ ✗ 

Ticker symbol 
modification 
significance on stock 
price. 

Naza
r et 
al. 
[52] 

✗ ✓ ✗ ✗ 

Ticker symbol 
likeability 
significance on stock 
price. 

Long 
et al. 
[53] 

✗ ✓ ✗ ✗ 

Ticker symbol 
congruence with 
company name 
significance on stock 
price. 

Li et 
al. 
[55] 

✗ ✓ ✗ ✗ 

Ticker symbol 
similarity correlation 
with stock price 
movement similarity. 

Li et 
al. 
[56] 

✗ ✓ ✗ ✗ 

Ticker symbol 
pronounceability 
significance on stock 
price. 

Putr
ada 
et al. 
[57] 

✗ ✗ ✓ ✗ 

CIMA on binary 
sequential 
classification 
problem with 
stationary data. 

Putr
ada 
et al. 
[9] 

✗ ✗ ✓ ✗ 

Nested Markov chain 
for synthetic data 
using CIMA. 

Prop
osed 
Meth
od 

✓ ✓ ✓ ✓ 

1. A stock price 
dataset 
consisting of six 
features: 

Refe
renc

e 

Stoc
k 

Price 
Data
set 

Tick
er 

Sym
bol 

CI
M
A 

Non-
Stati
onar

y 
Data 

Contribution 

“Open,” “High,” 
“Low,” “Close,” 
“Adj Close,” and 
“Volume,” from 
ten different 
ticker symbols: 
AMZN, AAPL, 
GOOGL, HYMTF, 
KO, META, 
NLFX, SSNLF, 
SBUX, and TSLA. 

2. Ticker symbol 
identification 
based on stock 
price. 

3. CIMA on 
multiple-class 
sequential 
classification 
with non-
stationary data. 

      

Source: (Research Results, 2024)  
 

Furthermore, Li et al. [55] investigated that similar 
ticker symbols influence the similarity of stock price 
movements. Then, the name change also affects 
stock price movements. Finally, this influence is 
more on personal investors than institutional 
investors. The research results of Li et al. [56] 
proved that in Tehran, Iran, the pronounceability of 
a ticker symbol affects its stock price. Our research 
contribution is a ticker symbol identification 
method based on stock price data using CIMA. 

Our previous research showed that CIMA 
was able to improve the classification and control 
performance of smart lighting on binary temporal 
sequential data by applying multiple moving 
average windows [57]. Our other research also 
shows the power of nested Markov chains in 
creating synthetic data as CIMA training data [9]. 
Our current research contribution is an application 
of CIMA to multiple class problems with non-
stationary temporal sequential data, which 
performs better than RNN-based deep learning 
methods. Error! Reference source not found. 
summarizes our discussion while highlighting the 
contribution of each state-of-the-art research while 
highlighting the research contribution in this paper. 

Apart from the scientific impact, our research 
also has a broad social or real-world impact, 
including financial analysis, trading strategies, 
auditing, stock market automation, portfolio 
management, and education. In the future, the 
application of CIMA can be directed to stationary 
multiple-class sequential data, such as human 
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activity recognition (HAR) data, and also two-
dimensional sequential data, such as images. 

 
CONCLUSION 

 
A dataset of 10 ticker symbols from different 

companies is formed: AMZN, AAPL, GOOGL, HYMTF, 
KO, META, NLFX, SSNLF, SBUX, and TSLA. The 
dataset consists of six features, namely "Open," 
"High," "Low," "Close," "Adj Close," and "Volume." 
Ticker symbol identification on the dataset is 
performed using CIMA, which can be implemented 
on non-stationary data. Two classification methods 
is used for comparison: AdaBoost and KNN. Finally, 
CIMA is benchmarked with three RNN-based deep 
learning methods: RNN, LSTM, and GRU. 

Furthermore, the test results show five non-
stationary features in the stock price dataset and 
must go through a differentiation process. Then, 
AdaBoost has an accuracy of 0.9967 ± 0.001, while 
KNN has an accuracy of 0.9971 ± 0.001. Applying 
the t-test to both sets of accuracy values shows no 
significant difference in the performance of 
AdaBoost and KNN using CIMA windowing. On the 
other hand, AdaBoost has a smaller model size than 
KNN and has a significantly smaller testing time and 
prediction time than KNN. In benchmarking, 
CIMA+AdaBoost is superior to the three other 
methods for accuracy, precision, recall, and f1-
score, all of which have a value of 0.996. Our 
research contribution is ticker symbol identification 
based on stock price using CIMA on multiple-class 
sequential classification with non-stationary data. 

Through thorough literature study, we have 
pointed out that our research also has the potential 
for a broad social or real-world impact, including 
financial analysis, trading strategies, auditing, stock 
market automation, portfolio management, and 
education. In the future, the application of CIMA can 
be directed to stationary multiple-class sequential 
data, such as human activity recognition (HAR) data, 
and two-dimensional sequential data, such as 
images. 
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