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Abstract — The K-Medoids Clustering algorithm is a frequently employed technique among researchers for 
data categorization. The primary difficulty addressed in this investigation pertains to the extent of optimality 
achieved when varying distance computation methodologies are applied within the framework of K-Medoids 
Clustering. This study is primarily concerned with the application of K-Medoids Clustering, employing a 
multitude of distance calculation methods, specifically those involving numerical metrics. The aim is to 
undertake a comparative analysis of Davies-Bouldin Index (DBI) values in order to ascertain the most 
productive distance calculation technique. In this research, the distance calculation methodologies include 
Manhattan Distance, Jaccard Similarity, Dynamic Time Warping Distance, Cosine Similarity, Chebyshev 
Distance, Canberra Distance and Euclidean Distance. The dataset consists of sales data from Devi Cosmetics, 
covering the period between January and April 2022 and comprising 56 distinct sales items. The research 
provides an exhaustive evaluation of numerical metrics concerning the K-Medoids Clustering algorithm. The 
findings indicate that the optimal clustering is achieved using the Chebyshev distance, resulting in 9 clusters 
with a DBI value of 166.632. The study's contribution is that it can improve more optimal data grouping to 
help make decisions correctly. 

Keywords: clustering, comparison, distance metrics, k-medoids, numerical measure.  

Intisari— Algoritma K-Medoids Clustering adalah teknik yang sering digunakan di kalangan peneliti untuk 
kategorisasi data. Kesulitan utama yang diatasi dalam penyelidikan ini adalah mempertahankan tingkat 
optimalitas yang dicapai ketika berbagai metodologi komputasi jarak diterapkan dalam kerangka K-Medoids 
Clustering. Studi ini terutama berkaitan dengan penerapan K-Medoids Clustering, yang menggunakan banyak 
metode penghitungan jarak, khususnya yang melibatkan metrik numerik. Tujuannya adalah untuk melakukan 
analisis komparatif nilai Indeks Davies-Bouldin (DBI) untuk memastikan teknik penghitungan jarak yang 
paling produktif. Dalam penelitian ini metodologi perhitungan jarak meliputi Manhattan Distance, Jaccard 
Kemiripan, Dynamic Time Warping Distance, Cosine Kemiripan, Chebyshev Distance, Canberra Distance dan 
Euclidean Distance. Kumpulan data tersebut terdiri dari data penjualan Devi Cosmetics, yang mencakup 
periode antara Januari dan April 2022 dan terdiri dari 56 item penjualan yang berbeda. Penelitian ini 
memberikan evaluasi menyeluruh terhadap metrik numerik mengenai algoritma K-Medoids Clustering. Hasil 
temuan menunjukkan bahwa clustering optimal dicapai dengan menggunakan jarak Chebyshev, sehingga 
menghasilkan 9 cluster dengan nilai DBI sebesar 166.632. Kontribusi penelitian ini dapat meningkatkan 
pengelompokan data yang lebih optimal untuk membantu pengambilan keputusan secara tepat. 

Kata Kunci: pengelompokan, perbandingan, metrik jarak, k-medoid, ukuran numerik. 

http://creativecommons.org/licenses/by-nc/4.0/


 

 

VOL. 10. NO. 2 NOVEMBER 2024. 
 . 

DOI: 10.33480/jitk.v10i2.5545. 
 

 

395 

INTRODUCTION 
 
Data mining refers to the systematic 

procedure aimed at extracting valuable patterns, 
insights, and knowledge from extensive datasets. 
This multifaceted process incorporates a spectrum 
of techniques and algorithms, effectively unveiling 
concealed information, identifying trends, 
correlations, and patterns embedded within the 
data. It serves as a fundamental tool utilized across 
diverse domains, including machine learning, 
statistics, and artificial intelligence, enabling the 
revelation of substantial and actionable information 
pivotal for decision-making, prediction, and 
knowledge acquisition. The comprehensive scope of 
data mining encompasses various tasks, spanning 
from data pre-processing, exploration, pattern 
recognition to model building, and finds application 
in multifarious fields such as marketing, finance, 
healthcare, among others [1]. 

Data mining involves the systematic 
extraction of valuable and significant information 
from extensive datasets. There are several 
established methodologies within data mining, 
including the K-Means algorithm [1], K-Medoids [2], 
Decision Tree [3], Naive Bayes [4], Apriori [5], and 
Neural Network [6]. Every one of these approaches 
has unique advantages and disadvantages. The best 
strategy to use depends on the particular goals of 
the data analysis as well as the type of information 
that has to be extracted. A combination of 
techniques is frequently used to obtain a deeper 
comprehension and insights from the data. 

While K-Medoids and K-Means are 
comparable clustering algorithms in data mining, 
they differ significantly in how they identify the 
cluster center. The average (mean) of all the data 
points in the group is what the K-Means method 
uses to calculate the group center. Meanwhile, in K-
Medoids, the centre of the group is represented by 
one of the actual data points in the group. The data 
point used as the centre of this group is called a 
"medoid" [6]. 

This study [7], evaluates the impact of 
commercial centers in downtown Guangzhou using 
kernel density analysis on data from five types of 
commercial POIs. It correlates the integration of 
commercial sectors with urban vitality using 
population big data. Key findings indicate that 
living, business, financial, and leisure sectors 
significantly influence daytime pedestrian flow, 
with leisure sectors enhancing vitality both day and 
night. Mixed commercial sectors boost urban 
vitality more on weekdays, and diversifying 
commercial forms benefits 24-hour activity. 
Limitations include reliance on Tencent travel data 

and pre-COVID-19 data, suggesting a need for 
updated information and more detailed future 
analyses. 

The research [8] aims to assess the most 
efficient grouping approach between two distinct 
methodologies, specifically, the K-Means and K-
Medoids algorithms, for classifying fresh milk 
production. The author conducted a comparative 
analysis of the grouping outcomes, utilizing the 
lowest Davies Bouldin Index (DBI) value as the 
criterion for determining optimality. The dataset 
employed for this assessment comprises fresh milk 
production statistics from Indonesia spanning the 
years 2018 to 2020, taken from the Central 
Statistics Office of Indonesia. The evaluation 
findings show that the K-Means Clustering 
algorithm has a DBI value of 0.094 and the K-
Medoids Clustering algorithm has a DBI value of 
0.072. This difference shows that, when compared 
to the K-Means Clustering method, the use of the K-
Medoids Clustering algorithm results in a lower DBI 
value, exactly 0.072. As a result, the K-Medoids 
algorithm, when it comes to grouping fresh milk 
production, performs better than the K-Means 
algorithm. 

With a total of 1,061 data points, the research 
[9] found that student and academic data might be 
used for clustering incoming undergraduate 
students at the Faculty of Information Technology, 
Universitas Budi Luhur. Using the K-Means 
technique in RapidMiner Studio v.9, optimal 
clustering was accomplished with six clusters (k=6), 
producing a Davies Bouldin Index (DBI) score of 
1.597. Cluster 4 had the most members (395), 
followed by clusters 6 (331), 5 (116), 3 (114), 2 
(40), and 1 (35). The most selected study program 
was Informatics Engineering, followed by 
Information Systems, with Computer Systems being 
the least chosen. The highest number of students 
came from the SAINTEK major in cluster 4. Future 
research should focus on system development and 
incorporate additional selection data for improved 
clustering. 

In the study documented under reference 
[10], protein conformational landscapes are 
essential for understanding biological processes 
and therapeutic design. Traditional structural 
biology has limitations, but molecular dynamics 
(MD) simulations offer detailed insights. Despite 
advances, understanding long-distance allosteric 
communication in proteins remains difficult. 
Allostery, crucial for cellular signaling, involves 
interactions between distant protein regions. This 
thesis presents the CARDS method to map allosteric 
networks by analyzing structural and dynamic 
changes. CARDS was applied to study G protein 
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activation linked to cancer and a druggable pocket 
in ebolavirus VP35. Integrating MD with 
experiments, the research identified potential drug 
targets, including for SARS-CoV-2. 

Research [11] Researchers conducted a 
study to group temperature data originating from 
Riau Province, obtained from the Riau Central 
Statistics Agency (BPS) during the period 2019 to 
2021. This research aims to compare and determine 
the most appropriate algorithm for grouping 
temperatures by testing its validity using the Davies 
Bouldin Index (DBI), where the smaller the DBI 
value indicates, the better the cluster grouping 
results. Based on experimental results, the K-Means 
algorithm shows the best DBI value of 0.2 at K=6 
after 10 iterations, while the K-Medoids algorithm 
obtains the best value of 0.279 at K=8 after 100 
iterations. These results show that the K-Means 
algorithm is superior in grouping temperatures in 
Riau Province compared to K-Medoids. 

Research [12] This study examined how 
educational data mining can enhance teaching and 
learning for 100 master's students at Politecnico di 
Torino. Using Excel, PowerBI, and RapidMiner, 
student data was analyzed to assess performance 
and define profiles. An intelligent decision-support 
system was proposed to suggest improvements like 
flipped classes and extra resources. Future research 
should expand data collection and improve quality, 
with similar analyses planned in the 
Data2Learn@Edu project schools. This aligns with 
Sustainable Development Goal 4, promoting 
innovative teaching and lifelong learning. 

Research [13] In this research, 1,529 items of 
stock data from the Ben Waras Clinic were used and 
evaluated through a manual calculation process and 
also through the use of Rstudio software to carry out 
computational calculations. In manual calculations, 
the results indicated the existence of 3 clusters, 
while using the Rstudio application also produced 3 
clusters. In the K-Means algorithm using Rstudio, 
the results of the average outgoing goods show that 
in cluster 1, the highest average outgoing goods 
occurred in June, namely 87; in cluster 2, the highest 
average outgoing goods were recorded in January, 
with a total of 227; and in cluster 3, the highest 
average of outgoing goods was in August, namely 
around 14.9. Meanwhile, the results of the average 
outgoing goods using the K-Medoids algorithm in 
Rstudio show that in cluster 1, the highest average 
outgoing goods occurred in July, around 11.9; in 
cluster 2, the highest average outgoing goods was 
recorded in February, around 24.5; and in cluster 3, 
the highest average outgoing goods were found in 
January, around 227. 

Investigate [14] In order to prevent and 
control the spread of diarrheal infections among 
children under five in Kuningan Regency, a priority 
regional mapping plan was developed. Data mining 
clustering is the methodology used, and two 
algorithms—the K-Means and K-Medoids 
algorithms—are compared. The Elbow and 
Silhouette Coefficient approaches were used to 
determine the ideal number of clusters. The K-
Means approach is found to be optimal with three 
clusters, whereas the K-Medoids strategy yields two 
clusters. The DBI value of the K-Means algorithm is 
lower than that of K-Medoids, both in 2 clusters and 
3 clusters, according to evaluation using the Davies-
Bouldin Index (DBI) approach, highlighting the 
superiority of the K-Means algorithm. 

Research [15] This study involves a 
comparative analysis between the K-Means and K-
Medoids algorithms, followed by a validation test of 
the formed clusters. Employing the Davies-Bouldin 
Index for cluster analysis, the validity value stands 
at 0.67 for K-Means Clustering and 1.78 for K-
Medoids. Based on the recorded validity values, the 
K-Means algorithm is selected for application in 
developing a web-based vehicle fleet cluster due to 
its higher relevance and lower DBI validity values 
compared to K-Medoids. Validation of the cluster 
results in the web application demonstrates a 97% 
conformity both through the use of the Rapidminer 
tool and manual calculations. 

Research [16] This study is concentrated on 
two specific allergies: seafood and airborne 
allergies. The dataset utilized spans from 2011 to 
2019, sourced from the Central Statistics Agency. 
Employing data mining techniques, particularly 
leveraging the k-medoids clustering method for 
data processing, this research examines the 
prevalence of allergies among children across 
various provinces. This facilitates the identification 
of provincial groupings based on allergy prevalence, 
categorizing provinces into three clusters: a low 
cluster comprising 2 provinces, a medium cluster 
encompassing 30 provinces, and a high cluster 
encompassing 2 provinces, predicated on the 
percentage of allergy prevalence among toddlers in 
Indonesia. The objective of this study is to furnish 
insights to health departments, especially 
community health centers, concerning the 
categorization of allergic diseases among children 
in Indonesia, aiming to influence the distribution of 
anti-allergic immunization throughout the country. 

Research [17] undertakes the grouping of 
cabin crew utilizing data mining clustering 
techniques during the data processing phase, which 
involves the elimination of missing values and 
attribute determination, resulting in a dataset of 
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100 instances. Subsequently, at the modeling stage, 
the most optimal outcomes are achieved through 
the utilization of the k-means algorithm, forming 4 
clusters based on 6 attributes. The evaluation, as 
indicated by the Davies Bouldin Index (DBI), 
portrays a value of 0.792 for the k-means algorithm, 
0.812 for the x-means algorithm, and 1.700 for the 
k-medoids algorithm. 

Referencing research [18], this study focuses 
on clustering regions affected by ISPA (Acute 
Respiratory Infections) in Karawang Regency. 
These areas are categorized into low, medium, and 
high groups based on the spread of ISPA. A 
comparative analysis of distance measures was 
conducted to determine the most suitable model, 
assessed through the Davies Bouldin Index (DBI). 
Employing the Euclidean distance yields a DBI value 
of 0.088, while the utilization of Chebyshev distance 
results in a DBI value of 0.116. The efficacy of the K-
Medoids algorithm employing Euclidean distance is 
deemed superior to Chebyshev distance, evidenced 
by its DBI value, which approaches 0. 

K-medoids are superior when the data has 
outliers, is of different scales, is qualitative or 
discrete, has a complex or non-linear structure, or is 
high-dimensional. This advantage makes K-
Medoids a better choice for these Devi Cosmetics 
product sales data types than other methods, such 
as K-Means. However, K-Means may be more 
efficient in computing time on large and 
homogeneous datasets. The main challenge in this 
research is to determine the most optimal distance 
metric for the K-Medoids method among the 
various available options, including Manhattan 
Distance, Jaccard Similarity, Dynamic Time Warping 
Distance, Cosine Similarity, Chebyshev Distance, 
Canberra Distance, and Euclidean Distance. This 
research compares these distance metrics in the K-
Medoids algorithm to identify the best one based on 
the smallest Davies-Bouldin Index (DBI) value. 
Optimal grouping results can be used to make 
appropriate decisions regarding the sale of cosmetic 
products at Devi Kosmetik. 

This research is innovative in that it 
compares seven distance computation approaches 
using different k-tests to optimize clustering with 
the K-Medoids algorithm, and then finds the ideal 
clusters by minimizing the DBI value. Prior studies 
concentrated on maximizing the number of clusters 
by utilizing solely Chebyshev and Euclidean 
distances. To improve upon it and produce more 
ideal grouping results, this study adds a number of 
new distance measurements. According to the 
research's consequences, the conclusions can be 
used to enhance the data grouping procedure, 

enabling more precise decision-making based on 
the clustered data. 

 
MATERIALS AND METHODS 

 
Research Framework 

A research framework, consisting of phases 
or stages, is constructed in order to accomplish the 
study objectives. The research framework that the 
author has put up is as follows: 
1. Data Collection: This initial step involves 

gathering data pertinent to your research topic. 
Depending on the research objectives, the data 
can be in the form of images, text, numbers, or 
other types. 

2. Data Normalization: Data normalization aims to 
ensure that each feature makes a balanced 
contribution when calculating the distance 
between data points. The first step in the data 
normalization process using the k-medoids 
method is to collect the data to be grouped and 
examine its characteristics, including the type of 
feature, whether numeric, categorical, or a 
combination of both, as well as the range of 
values for each feature to find out whether there 
are features with a vast scale. Different. 
Depending on the characteristics of the data, you 
can choose a suitable normalization method, 
such as Min-Max Scaling, which reorders the 
data into the range [0, 1], or Z-score 
Normalization, which makes the data have a 
mean of 0 and a standard deviation 1. 

3. In this stage, the data are modified to fit a 
predetermined scale. When employing distance 
measurements like the Manhattan Distance, 
Chebyshev Distance, Canberra Distance, and 
Euclidean Distance, normalization is essential 
since the data scale can have a big impact on 
these metrics. 

4. Distance Calculation with Various Metrics: In 
this step, you will compute the distances 
between pairs of data points using different 
metrics, including Manhattan Distance, Jaccard 
Similarity, Dynamic Time Warping Distance, 
Cosine Similarity, Chebyshev Distance, Canberra 
Distance and Euclidean Distance. This provides 
insights into the similarities and differences 
between data pairs from various perspectives. 

5. Clustering Results: You will group the data based 
on the calculated distance metric. Data points 
that are similar or close together will be 
combined into clusters or groups. Devi 
Cosmetics product sales data grouping uses the 
K-Medoids grouping method using distance 
calculations: Manhattan Distance, Jaccard 
Similarity, Dynamic Time Warping Distance, 
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Cosine Similarity, Chebyshev Distance, Canberra 
Distance and Euclidean Distance. 

6. DBI Evaluation:   The Davies-Bouldin Index 
(DBI) is used to evaluate the quality of the 
resulting clusters. This metric helps assess the 
effectiveness of clustering. The smaller the DBI 
value, the better the grouping. 

7. Conclusion: This is the final part of your 
research, where you will summarize your 
findings, provide an interpretation of the 
grouping results, evaluate the DBI, and provide a 
conclusion on whether your research objectives 
were achieved. You can also discuss the 
implications of your findings in the context of 
your problem. 

  
Data Normalization 

The study's dataset, which includes 55 items, 
tracks Devi Cosmetics' sales of cosmetic products 
from January to April of 2022. Equation (1) is the 
formula used to achieve data normalization: 

 

𝑥′ =  
(𝑥−𝑎)

𝑏−𝑎
               (1) 

 
where: 
x' = normalization result, x = data to be normalized, 
a = smallest data from dataset and b = largest data 
from dataset. The normalized sales data for Devi 
Cosmetics from January to April 2022 is presented 
in Table 1: 
 
Table 1. The function of Power Supply Components 

No 
January 

2022 
February 

2022 
March 
2022 

April 
2022 

1 0.1111 0.1944 0.3056 0.0278 
2 0.3611 0.3333 0.4167 0.2222 
3 0.0556 0.1944 0.2778 0.0833 
4 0.2778 0.3889 0.1667 0.0556 
5 0.9444 0.1667 0.1667 0.3056 
6 0.7222 0.1944 0.2222 0.0556 
7 0.2222 0.0833 0.3333 0.3333 
8 0.0556 0.2500 0.0833 0.2778 
9 1.0000 0.3056 0.2500 0.3611 

10 0.0000 0.1111 0.0833 0.0833 
11 0.1944 0.1111 0.3333 0.0000 
12 0.1667 0.1389 0.3333 0.0278 
13 0.1944 0.0556 0.0000 0.0833 
14 0.0556 0.2500 0.2222 0.1944 
15 0.1944 0.0278 0.1667 0.1667 
16 0.0000 0.1389 0.3056 0.0556 
17 0.1111 0.1944 0.0000 0.0278 
18 0.0278 0.0278 0.0556 0.0278 
19 0.0278 0.1389 0.0556 0.0278 
20 0.0833 0.2222 0.1111 0.0000 
21 0.5000 0.4167 0.5556 0.1944 
22 0.5833 0.6389 0.6389 0.2222 
23 0.0000 0.1389 0.3333 0.5833 
24 0.1111 0.0000 0.1944 0.0278 
25 0.0278 0.2500 0.0556 0.0833 
26 0.6389 0.4444 0.4444 0.2778 
27 0.3056 0.1111 0.0556 0.0278 

No 
January 

2022 
February 

2022 
March 
2022 

April 
2022 

28 0.1111 0.1944 0.1111 0.0556 
29 0.3333 0.0833 0.1667 0.1111 
30 0.2222 0.3056 0.4444 0.2222 
31 0.2778 0.3611 0.2500 0.1389 
32 0.0556 0.2222 0.2778 0.1111 
33 0.1389 0.1111 0.1111 0.0556 
34 0.0556 0.0278 0.0278 0.0278 
35 0.5556 0.5000 0.6944 0.2500 
36 0.2500 0.1111 0.1111 0.0833 
37 0.1389 0.3056 0.2222 0.1111 
38 0.2500 0.1111 0.1389 0.2222 
39 0.1111 0.1944 0.1389 0.1111 
40 0.1111 0.1389 0.2778 0.0833 
41 0.1389 0.2222 0.0278 0.0833 
42 0.3611 0.4167 0.2778 0.1111 
43 0.0556 0.0000 0.0556 0.0556 
44 0.4444 0.2222 0.4167 0.1667 
45 0.1667 0.0833 0.2500 0.0556 
46 0.4167 0.3333 0.1111 0.3333 
47 0.0833 0.0833 0.2778 0.0556 
48 0.3056 0.5000 0.1667 0.3333 
49 0.3333 0.4444 0.4167 0.1667 
50 0.2778 0.2778 0.1111 0.1389 
51 0.1667 0.3333 0.4444 0.1667 
52 0.0278 0.1667 0.0000 0.0000 
53 0.3056 0.3056 0.0556 0.3889 
54 0.2500 0.0833 0.1389 0.0556 
55 0.3056 0.6111 0.0556 0.3056 
56 0.1944 0.1667 0.0833 0.0833 

Source: (Research Results, 2024) 
 

RESULTS AND DISCUSSION 
 
This research introduces a novel approach to 

identifying the optimal clusters by comparing seven 
distance metrics within the K-Medoids algorithm 
using Davies-Bouldin Index (DBI) values. The 
Davies-Bouldin Index (DBI) is the basis for cluster 
evaluation because it combines two essential 
aspects in clustering: cohesiveness within clusters 
and separation between clusters. Within-cluster 
compactness refers to how close or homogeneous 
the data is in one cluster, while inter-cluster 
separation measures how far apart the clusters are. 
A smaller DBI value indicates a better cluster 
because it indicates that the data in the cluster is 
more compact and centred around its medoid or 
centroid, while the clusters are more separated. 
This combination produces a more precise, well-
defined, and reliable cluster structure for further 
analysis. Thus, DBI helps ensure that the clustering 
algorithm has produced optimal clusters in terms of 
homogeneity and differentiation between clusters. 
Each distance metric is tested with k values ranging 
from 2 to 9. The results of this optimization can be 
utilized for effective data grouping, aiding in 
optimal decision-making.  

The study evaluates seven distance metrics 
for the purpose of grouping cosmetic sales. The DBI 
is used to evaluate these metrics, and the cluster 
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with the lowest DBI value is considered ideal. These 
distance measures have the following formulas: 

 
a. Euclidean Distance 

Euclidean Distance [9], serves as a metric 
embedded within Euclidean geometry, utilized for 
quantifying the spatial separation between two 
points within a dimensional space. It delineates the 
magnitude of the straight line segment connecting 
these points. Specifically, in a two-dimensional 
context, the Euclidean Distance between points (x1, 
y1) and (x2, y2) is ascertained by employing the 
formula expounded in Equation (2). 

 

𝑑𝑖𝑗 =  √∑ 𝑥𝑖𝑗 − 𝑐𝑖𝑗2𝑚
𝑘=1             (2) 

 
Information: 

Dij = represents the spatial separation 
between data values and cluster center values, m = 
denotes the number of data dimensions. Xij = data 
values within the k-th dimension, Xjk = denotes the 
cluster center values within the same dimension 
[19]. 

The test results show that the results of the 
DBI calculation use Euclidean distance calculations 
for various numbers of clusters (k) in a dataset. DBI 
is used as an evaluation metric in clustering to 
measure the quality of the clusters produced by the 
clustering algorithm. Lower DBI values indicate 
better or denser clustering. Based on testing, the 
lowest DBI value is when the number of clusters is 
2, namely 611,223. A lower DBI value indicates 
better clustering. In this context, clustering with 2 
clusters in the Euclidean distance calculation gives 
the best results based on DBI. 

 
b. Canberra Distance 

The Canberra Distance [20] serves as a 
metric for gauging dissimilarities between two 
vectors or points within a multidimensional space. 
Widely employed in data analysis, particularly in 
scenarios involving high-dimensional data with 
diverse attributes, it stands out as an alternative to 
distance metrics like the Euclidean or Manhattan 
distances. Notably, the Canberra Distance adjusts 
for variations in attribute value scales and 
magnitudes. Its formula, represented by Equation 
(3), is as follows: 

 

𝑑𝑖𝑗 =  √∑
|𝑎𝑖𝑘−𝑎𝑗𝑘|

|𝑎𝑖𝑘|−|𝑎𝑗𝑘|

𝑚
𝑘=1              (3) 

 
Information: 

dij = difference level, m = number of vectors, 
aik = input image vector and ajk = comparison 
image vector [21]. 

The test results using Canberra distance 
calculations show the results of DBI calculations for 
various numbers of clusters (k) in a dataset. All DBI 
values for each number of clusters from k=2 to k=9 
are infinite (∞). DBI is supposed to provide 
numerical values that evaluate the quality of 
clusters in data clustering. All DBI values for various 
numbers of clusters are infinite (∞), which indicates 
there is a problem or error in the calculation or use 
of DBI. An infinite value (∞) in the context of DBI 
usually indicates some scenario in which the 
measurement or calculation of the distance 
between clusters or data points cannot be 
performed correctly. 

 
c. Chebychev Distance 

Chebyshev Distance, also recognized as 
Supremum Distance or Infinity Norm, as introduced 
by Gao [22], stands as a metric employed for 
quantifying the maximal spatial separation between 
two points within a multidimensional space. This 
metric evaluates the most prominent distinction 
between the corresponding components of two 
vectors or points. The formulation for Chebyshev 
Distance, as depicted in Equation (4): 

 

𝑑𝑖𝑗 =  𝑚𝑎𝑥𝑘  |𝑋𝑖𝑗 − 𝑋𝑖𝑘|             (4) 

 
The provided expression is employed to 

compute the disparity or dissimilarity between 
elements in two rows (indexed as i and k) of a 
matrix X. This disparity is determined by identifying 
the maximum value (largest value) of the 
discrepancy in values between elements within the 
same column (indexed as j) across both rows [23]. 

The test shows the results of the Davies-
Bouldin Index (DBI) calculation using Chebyshev 
distance calculations for various numbers of 
clusters (k) in a dataset from k=2 to k=9. DBI is used 
as an evaluation metric in clustering to measure the 
quality of the clusters produced by the clustering 
algorithm. In this test, the lowest DBI value is k=2, 
namely 166.632. 
 
d. Cosine Similarity 

Cosine Similarity, as delineated by Singh [24], 
is a metric utilized for quantifying the degree of 
similarity between two vectors within a 
multidimensional space, particularly relevant in the 
domains of data analytics and text processing. This 
metric assesses the angle between two vectors 
rather than their Euclidean distance. Cosine 
Similarity ranges from -1 to 1, with higher values 
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indicating greater similarity between the vectors. 
The formula for Cosine Similarity is presented as 
specified in Equation (5). 

 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
𝐴,𝐵

||𝐴||,||𝐵||
            (5) 

 
Information: 

A = is the weight of each feature in vector A 
and B = is the weight of each feature in vector B [25]. 

The results of the Davies-Bouldin Index (DBI) 
calculation use cosine similarity distance 
calculations for various numbers of clusters (k) in a 
dataset from k=2 to k=9 with the lowest DBI value 
being k=2 with a DBI value=343,885. DBI is used as 
an evaluation metric in clustering to measure the 
quality of the clusters produced by the clustering 
algorithm. Lower DBI values indicate better or 
denser clustering. 

  
e. Dynamic Time Warping Distance 

A method for measuring the similarity 
between two temporal data sequences or time 
series, which may have different lengths or 
temporal distortions, is called Dynamic Time 
Warping (DTW) Distance [10]. DTW is not like 
typical linear comparison methods in that it is an 
algorithmic tool for aligning two temporal 
trajectories that may show different rates or 
patterns of change. Equation (6) has the formulation 
for dynamic time warping provided. 

 

𝐷𝐷𝑇𝑊 = (𝐴, 𝐵) =  ∑ 𝐷𝐷𝑇𝑊 (𝐴𝑖
𝑚
𝑖=𝑚 −

𝐵𝑖)                        (6) 

 
Information: 

m = the number of variables A and B, A1 = the 
ith data matrix A and B1 = the ith data matrix B [26]. 

The results of the Davies-Bouldin Index (DBI) 
calculation using Dynamic Time Warping (DTW) 
distance calculations for various numbers of 
clusters (k) in a dataset show that the lowest DBI 
value is k=2, namely 529,982. Because a lower DBI 
value indicates better clustering, in this context, 
clustering with 2 clusters provides the best results 
based on the DBI value. 

 
f. Jaccard Similarity 

Jaccard Similarity [27], constitutes a metric 
for evaluating the similarity between two sets. This 
metric quantifies the degree of overlap between 
elements of the two sets relative to the total number 
of unique elements in both sets. Jaccard Similarity is 
widely applicable in data analytics contexts 
involving sets, such as text mining, cluster analysis, 

and content-based recommendation systems. The 
formula for computing Jaccard Similarity between 
two sets, denoted as  A  and B , is formally defined in 
Equation (7). 

 

𝐽(𝑥, 𝑦) =  
∑ 𝑥𝑖

𝑝
𝑖 𝑦𝑖

∑ 𝑥𝑖
2𝑝

𝑗=1 +∑ 𝑦𝑖
2−

𝑝
𝑗=1

∑ 𝑥𝑖𝑦𝑖
𝑝
𝑗=1  

     (7) 

 
Information: 

x = the value of the key and y = the value of 
the document [28]. 

All DBI values for each number of clusters 
from k=2 to k=9 are infinite (∞). DBI is supposed to 
provide numerical values that evaluate the quality 
of clusters in data clustering. All DBI values for 
various numbers of clusters are infinite (∞), which 
indicates there is a problem or error in the 
calculation or use of DBI. An infinite value (∞) in the 
context of DBI usually indicates some scenario in 
which the measurement or calculation of the 
distance between clusters or data points cannot be 
performed correctly. 

  
g. Manhattan Distance 

Manhattan Distance [29], which is a 
multidimensional measure of the distance between 
two places, is sometimes referred to as City Block 
Distance or L1 Distance. The term "Manhattan" 
refers to the city's street grid in New York City, in 
which transportation between locations requires 
following pathways perpendicular to the coordinate 
axes. The formula for Manhattan Distance is shown 
in Equation (8): 

 

𝑑(𝑖, 𝑗) = |𝑎𝑖1−𝑎𝑗1| + |𝑎𝑖2−𝑎𝑗2| + ⋯

 +|𝑎𝑗𝑝−𝑎𝑗𝑝|                     (8) 

 
The difference or distance between vectors I 

and j is calculated using this formula. The difference 
(absolute value) between the respective 
components of the two vectors is added up to 
determine this distance [30]. 

Test results using Jaccard Similarity distance 
calculations show the results of DBI calculations for 
various numbers of clusters (k) in a dataset. The 
results of the Davies-Bouldin Index (DBI) 
calculation using Manhattan distance calculations 
for various numbers of clusters (k) in a dataset from 
k=2 to k=9 show that the DBI value has the lowest 
value, k=2, namely 662,031. Since lower DBI values 
indicate better clustering, in this context, clustering 
with 2 clusters provides the best results based on 
DBI. 
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The results of the Davies-Bouldin Index (DBI) 
calculation using Manhattan distance calculations 
for various numbers of clusters (k) in a dataset from 
k=2 to k=9 show that the DBI value has the lowest 
value, k=, namely 662,031. Since lower DBI values 
indicate better clustering, in this context, clustering 
with 2 clusters provides the best results based on 
DBI. 

From the test results above, it can be 
explained according to Figure 1 below: 

 
Source: (Research Results, 2024) 

Figure 1. Comparison of Evaluating Results of 
Grouping Tests with the K-Medoid Method 

 
The following graph compares the 

evaluation results of grouping tests using the K-
Medoid method in sales of Devi Cosmetics cosmetic 
products with variations in several distance 
calculations. Using multiple distance metrics, this 
graph depicts the Davies-Bouldin Index (DBI) 
values for various clusters (k) from k=2 to k=9. The 
graphic explanation in Figure 1 is: 
1. Euclidean Distance: The lowest DBI value is at 

k=2 with a value of 611.223, indicating the best 
cluster based on this metric. 

2. Canberra Distance: All DBI values from k=2 to 
k=9 are infinite (∞), indicating a problem in the 
calculation or use of DBI. 

3. Chebyshev Distance: The lowest DBI value is at 
k=2, 166.632, indicating the best cluster based 
on this metric. 

4. Cosine Similarity: The lowest DBI value is at k=2 
with a value of 343.885, indicating the best 
cluster based on this metric. 

5. Dynamic Time Warping Distance: The lowest 
DBI value is at k=2, 529.982, indicating the best 
cluster based on this metric. 

6. Jaccard Similarity: All DBI values from k=2 to 
k=9 are infinite (∞), indicating a problem in the 
calculation or use of DBI. 

7. Manhattan Distance: The lowest DBI value is at 
k=2 with a value of 662.031, indicating the best 
cluster based on this metric. 

Lower DBI values indicate better clusters 
because they indicate cohesiveness within clusters 
and better separation between clusters. Based on 
the above results, most of the distance metrics show 
k=2 as the optimal number of clusters, except for the 
Canberra and Jaccard metrics, which show infinite 
DBI values (∞), indicating a problem in the 
calculation. 

The Davies-Bouldin Index (DBI) is a metric 
used to evaluate the quality of clustering results, 
where lower DBI values indicate better 
performance due to more compact and well-
separated clusters, with a value of 0 being ideal for 
perfect clustering. In the analysis of the results, 
most distance metrics identified k=2as the optimal 
number of clusters, suggesting that dividing the 
data into two clusters achieves the best separation 
and cohesiveness. This generally indicates that the 
dataset naturally divides into two distinct groups. 
However, the Canberra and Jaccard metrics resulted 
in infinite DBI values (∞), highlighting significant 
issues in the calculation, which could be due to zero 
distance problems, inappropriate metrics for the 
data type, or handling sparse or binary data. These 
findings suggest a need to reassess the data 
preprocessing steps and consider using different 
distance metrics more suited to the data type, 
especially if it is sparse, binary, or has unique 
characteristics that might cause calculation issues. 
Addressing these potential problems can lead to a 
more robust clustering analysis. 
 

CONCLUSION 
 

This research uses a dataset that records 
sales of cosmetic products at Devi Cosmetics from 
January to April 2022, which includes 55 items. 
Before being used in research, the data underwent 
normalization. This investigation compares the 
effectiveness of calculating seven distances. One 
limitation of this study is its reliance on a more 
extensive data set to improve the optimization of 
results. Several existing distance calculations show 
that the Chebychev Distance calculation is the best 
distance calculation using the K-Medoids grouping 
method for grouping sales of cosmetic products at 
Devi Cosmetics with a total of k = 2 and a DBI value 
of 166,632. This grouping has the smallest DBI value 
compared to other distance calculations. This shows 
that the grouping results with Chebychev are more 
precise than those of other distance calculations. 
Future research could explore alternative 
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methodologies to achieve optimal clustering, 
thereby improving the accuracy of data clustering. 
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