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Abstract? Work involving excavators carries a high risk of accidents that can result in fatalities, making
Occupational Safety and Health (OSH) critically important. Most excavator accidents are caused by blind spots
at the rear,where the operator's limited field of view increases the risk of hitting nearby objects or workers.
Despite safety features such as reverse alarms and rear cameras, these technologies only displayeeal
video without automatically detecting workers, tiis still posing a significant risk. This study aims to develop a
human detection system for the rear area of excavators using the YOLOv5 algorithm based on image
processing. The system's main features include fr@mle human detection, distance estimatioand audible
warnings if a human is detected within a highsk distance. The system was tested using three video recordings
depicting human objects behind the excavator in different scenarios. Despite the limited number of video
samples, the human objecisrovided sufficient complexity to evaluate the system's effectiveness. The test
results showed an average accuracy of 80.5% and arsEdre of 87.78%. These findings indicate that the
YOLOv5based detection system performs well in various video conditiand shows potential effectiveness in

real operational situations. Consequently, this system is expected to reduce the risk of work accidents with
excavators caused by rear blind spots and improvesite worker safety. This research contributes to theldie

of occupational safety by integrating image processing algorithms into the development of heavy equipment
safety technology, thereby enhancing worker protection.

Keywords: blind spot, excavatohuman detection systepworker safety, YOLOV5 algorithm.

Intisari? Pekerjaan yang melibatkan ekskavator memiliki risiko tinggi terhadap kecelakaan yang dapat
berakibat fatal, sehingga Keselamatan dan Kesehatan Kerja (K3) sangat pegtiSebagian besar kecelakaan
eskavator disebabkan oleh titik buta di bagian klakang, di mana pandangan terbatas operator
meningkatkan risiko menabrak objek atau pekerja di sekitar. Meskipun fitur keselamatan seperti alarm
mundur dan kamera belakang sudah ada, teknologi ini hanya menampilkan video secara réale tanpa
kemampuan mendeteksi keberadaan pekerja secara otomatis, sehingga masih menimbulkan risiko
signifikan. Penelitian ini bertujuan untuk mengembangkan sistem deteksi manusia di area belakang
ekskavator menggunakan algoritma YOLOV5 berbasis pengolahan citra. Fitur utasiatem ini mencakup
deteksi manusia secara reatime, estimasi jarak, dan peringatan suara jika manusia terdeteksi dalam jarak
berisiko tinggi. Sistem ini diuji menggunakan tiga rekaman video yang memperlihatkan objek manusia di
belakang ekskavator dalam kenario yang berbeda. Meskipun jumlah sampel video terbatas, objek manusia
memberikan kompleksitas yang cukup untuk mengevaluasi efektivitas sistem. Hasil pengujian
menunjukkan akurasi ratarata sebesar 80,5% dan skor F1 sebesar 87,78%. Temuan ini menuriak
bahwa sistem deteksi berbasis YOLOv5 memiliki kinerja yang baik dalam berbagai kondisi video dan
menunjukkan potensi efektivitas dalam situasi operasional nyata. Dengan demikian, sistem ini diharapkan
dapat mengurangi risiko kecelakaan kerja dengan ekavator yang disebabkan oleh titik buta di bagian
belakang dan meningkatkan keselamatan pekerja di lokasi. Penelitian ini berkontribusi pada bidang
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keselamatan kerja dengan mengintegrasikan algoritma pengolahan citra ke dalam pengembangan
teknologi keselamatan alat berat, sehingga meningkatkan perlindungan pekerja.

Kata Kunci: titik buta, ekskavator, sistem deteksi manusia, keselamatan pekerja, algoritma YOLOVS5.

INTRODUCTION

Work involving excavators carries a high risk
of workplace accidents that can result in fatalities,

(UWB), deep learningbased image processing
technology does not require the installation of
additional sensors on vehicle components, making
it more cost and time-efficient [10]. Additionally,

making Occupational Safety and Health (OSH) of the quick and accurate detection cagbilities of this

workers critically important. This is regulated in the
Minister of Manpower Regulation of the Republic of

technology have great potential to be implemented
as a safety feature on excavatorfll]. Therefore,

Indonesia No. 8 of 2020 concerning Occupational this research aims to develop a human detection

Safety and Hehlh for Lifting and Transport

Equipment in Chapter 1, Article 1, Paragraph 1,

system in the rear area of the excavator using deep
learning-based image processing tdmology to

which states that OSH encompasses all activities to improve workplace safety.

ensure and protect the safety and health of workers
through the prevention of workplace accidents and
occupational diseases [1]. Excavatorrelated

Previous research on human object detection
for safety management at construction sites has
employed various approaches. The use of Mask

accidents have caused several fatal incidents for Regionbased Convolutional Neural Network (Mask

workers. In 2021, a worker was crushed by an
excavator's track at PT Indonesia Weda Bay
Industrial Park (IWIP) because the operator was
unaware of the victim's presence behind the
machine [2]. Similar incidents occurredat Pasar
Induk Cibitung, Bekasi, in 20233], and atanillegal

mining site in Sukokerto Village Jember, East Java,
in 2023 [4]. Most excavator accidents are caused by construction

blind spots at the rear, which are areagshat cannot
be seen by the operator either directly or through

R-CNN) algorithms and gradientbased methods
has effectively improved worker detection [12].
Faster Regionbased Convolutional Neural Network
(Faster RCNN) algorithms and Long ShortTerm
Memory (LTSM) network have been employed for

real-time worker detection, facilitating the
monitoring of unsafe conditions and behaviorsat
sites [13]. Another approach

integrates You Only Look One version 4 (YOLOv4)
and Siameseetwork algorithms to detect and track

mirrors [5]. These blind spots occur due to the large workers in real-time, significantly reducing false

size of the excavator, limiting the operator's
visibility and increasing the risk of hitting objects or
workers nearby [6].

Worker safety is a top priority in OSH
because most workplace accidents
excavators involve workers [7]. Although
excavators are equipped with builtin safety

alarms and enhancing safety in heavy equipment
operations [14]. These approaches demonstrate
that deep learningbased object detection methods
can improve workplace safety more accurately,

around efficiently, and specifically at construction sites.

Deep learningbased object detection is divided into
two categories: shgle-stage detection, such as

features such as reverse alarms and rear cameras, YOLO, and twestage detection, such as NN,

these technologies have limitations as they dn

display reakltime video on the monitor screen
without automatic detection of workers' presence
[8]. This limitation increases the risk of accidents,

Faster RCNN, and Mask FCNN [15]. Although
single-stage detection shows lower accuracy
compared to two-stage detection, it performs better
in terms of detection speed, making ita more

especially due to the large blind spots on excavators, efficient choice for reattime applications [16].

which cause operators to be unaware of workers
nearby. This risk can result in serious injuries or
fatalities. In this context, advances in

YOLOvV3 has better object detection capabilities
compared to previous versions, but it often suffers

image from high background errors, especially in complex

processing technology based on deep learning can construction sites[17]. YOLOV5 addressesis issue
be a potential solution to develop safety features on through mosaic data augmentation during the

excavators with the ability to automatically detect
human objects and determine their distance[9].

training process, enabling effective learning even
with limited data [15]. With smaller training image

This technology can enhance awareness of blind sizes, YOLOV5 is better at detecting small objects
spots and reduce accident risks. Compared to other and is suitable for largescale construction site
sensor technologies such as Radio Frequency monitoring due to its high accuracy and fast

Identification Technology (RFID), The Global
Positioning System (®S), and Ultrawideband
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detection speed compared to other YOLO series
[18]. Recent studies that integrate YOLOvV5
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algorithms for real-time detection of workers and
heavy equipment have enhanced comprehensive
construction  site  montoring and  safety
management [18], [19]. Based on these findings,
YOLOvV5 has the potential to improve human
detection efficiency for safety features in the rear
area of the excavator.

In this research, the YOLOV5 algorithm will
be used to detect the pesence of humans in the
blind spot area behind the excavator. YOLOV5 is a
neural network-based object detection algorithm
that belongs to the singlestage detection network
[20]. This algorithm was chosen for its high
detection speed and accuracy, makait suitable for
real-time object detection applications [21].

YOLOV5 can detect objects at speeds of up to 140 |

FPS and has a smaller file size compared to previous
versions [22]. Additionally, YOLOvV5 has efficient
reasoning capabilities for various ypes of direct
input such as single images, image batches, videos
and webcam input[23]. The advantages of YOLOvV5
in quickly and accurately detecting objects make it
an ideal choice for improving workplace safety on
excavators by minimizing the risk of accidents
caused by blind spots.

This research is expected to make a
significant contribution to the development of
safety technology on excavators. By integrating a
YOLOv5based human detection system into
excavator operations, the system will recognizand

visual features from images, while the neck utilizes
Path Aggregation Network (PANe) to merge
information from various resolution levels to
enhance detection accuracy. The prediction head
produces three different features to perform multi
scale detection on small, medium, and large objects,
including bounding boxes. The architecture of
YOLOV5 is depicted in Figure 1.
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Figure 1. YOLOV5 Architecture

Based on Figure 1, there are several stages in
YOLOV5 for object detection[28]. The first stage

track the presence of humans in the rear area of the pegins by applying a 640x646sized image into the
excavator by providing detection information such backbone. Then, the image is divided into four small
as bounding boxes, class labels, confidence scoresparts by the FOCUS module. Through a series of

and distance information displayed on the
operator's monitor screen. Additionally, the system
will provide real-time audio warnings to the

operator when a human object is detected within a
potentially dangerous distance. This warning helps
the operator take preventive actions to avoid
workplace accidents, thereby enhancing safety in
the excavator's ogerational area.

MATERIALS AND METHODS

This research aims to detect human objects
and calculate their distance in the rear area of
excavators using the YOLOvV5 algorithm, which is
one of the popular algorithms in neural network
based object detectiorf24]. YOLOvV5 was developed
with the goal of improving speed and accuracy in
object detection[25], and it utilizes an endto-end
neural network to directly generate bounding boxes
and class labelg26]. YOLOV5 consists of three core
components: the backbone, neck, and prediction
head[27]. The backbone employs Bottleneck Cross
Stage Partial Darknet(BCSPIp to extract initial
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convolution operations and BCSP1, the feature map
is moved to the second merging layeiOn the other
hand, after performing one BCSP1 execution, two
BCSP2 executions, convolution operations, and two
upsampling processes, a feature map of size 80x80
is obtained. In the second stage, the 80x80 feature
map is processed with a 3x3 convolution kerel and
directed towards the third merging layer. The
previous upsampling feature map is run by a single
1x1 convolution kernel and directed towards the
third merging layer. After completing the BCSP2
layer and a single 1x1 convolution operation, a
feature map of size 40x40 is obtained. In the third
stage, the 40x40 feature map is processed by a 3x3
convolution kernel and directed towards the fourth
merging layer. Additionally, the previous
upsampling feature map is run by a single 1x1
convolution kernel and directed towards the fourth
merging layer. After performing BCSP2 and 1x1
convolution operations, a feature map of size 20x20
is obtained. In the object identification stage, feature
maps of different sizes are responsible for
identifying objects. The malel predicts the location
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of the target object with bounding boxes and 4. Software used includes:

confidence scores. a. Visual Studio Code (Text editor)

In object detection using YOLOV5, there is a b. Google Colaboratory (Cloud computing
possibility that multiple bounding boxes detect the based notebook)
same object. To address this, the Neklaximum c. Roboflow (Dataset anndator)
Suppression (NMS) methd is used. NMS functions d. Python 3.11.9 Programming Language
to reduce duplications in detection results by e. OpenCV 4.9 (Library)
removing overlapping bounding boxes based on the In this research, the materials used are three

confidence score percentage [28]. In its video recordings of human objects behindan
implementation, YOLOV5 first selects the bounding excavator with a duration of 10 secondseach in
box with the highest confidence score. Nex different scenarios.Video scenarios 1 and 2 show
YOLOvV5 compares this bounding box with all other several stationary human objects with varying
bounding boxes from the same class using positions and distances. Meanwhile, scenario video
Intersection over Union (loU). If the IoU between 3 shows several moving human objects with varying
two bounding boxes exceeds a predetermined positions and distancesAlthough the dataset used
threshold value, such as 0.5, then the bounding box is relatively limited, the human objects in the video
with the lower confidence score is removed29]. have enough complexity variations to testthe
This process is repeated until all bounding boxes sy st em’ s e f fneaketthe vresecarefecsis a n d
have been evaluated. Next, the bounding boxes areon in-depth analysis of specific scenarios faced in
used as crucial parameters in the process of the excavator workng environment. Using this
calculating the distance between the camera and the dataset providesessentialinitial understanding in
detected object. developing acurate detection and distance

In the process of distance calculation using calculation methods forfield situations. However, it
images, information from the bounding boxes such is highly recommended to expand the dataset with
as width (w), height (h), and coordinates of the more and diverse videos toi mpr ove the mode
midpoint (x, y) of the detected object are used as ability to adapt to various reatlife situations.
inputs to calculate the distance of the object from The stages of this reseanh are as follows:
the camera using egation (1) [30].

Dataset Acquisition
\ In this research, the dataset consists of
Gp M T TO 1) human imageswith various orientations annotated
from Roboflow. The dataseincludes 2,142 images

Based on equation (1), the calculation for use in training the YOLO model. This dataset is
process involves converting the camera's field of divided into three types of data: 1502 images for
view into the focal length, often referred to as the training data, 426 images for validation data, and
arc length on the circle. By leveraging the camera's 214 images for testing dataThe annotation process
field of view and information from the bounding involves manually labeling human objects in each
box, the actwal distance of the object from the image to ensure accurate detection. Roboflow
camera can be calculated31]. For example, the provides tools to facilitate this labeling process,
larger the size of the object in the image, the closer ensuring that each human object is correctly

the object's distance. Conversely, the smaller the annotated with bounding boxes. This annotation is
size of the object in the image, the farther the crucial for informing the model of the exact location

0 8

object's distance from the camera. of human objects in the images.
The hardware and software used in this

research are as follows: Training Data

1. Lenovo ldedPad 330 laptop with the following In this research, training data is conducted to
specifications: generate model weights used for human detection.
a. Processor: Intel® Celeron® N4100 CPU The training data process uses the YOLOV5

@1.10GHz algorithm with PyTorch on Google Colaboratory.

b. Graphics: Intel® UHD Graphics 600 Training lasted for one hour with several specified
c. RAM: 4GB parameters: the image size useds 640x640 pixels
d. Storage: 128 GB SSD to provide better detail in human object detection
e. OS: Windows 10 Home and the batch sizeusedis 32 to increase training

2. External Webcam with 1080p (Full High speed by processing more images simultaneously.
Definition) resolution The training is conducted for150 epochsto allow

3. 15-meter long USB 2.0 Male to Female cable the model to learn morecomplex patterns in the
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data. The model is trained to detect one class of

Figure 3 illustrates several steps employed by

objects, namely humans. After the training data is the human detection system in the rear area of an
completed, the YOLOV5 model generates a file.onnx excavator based on video camera, including:

file to be implemented in the system for human
detection. The YOLOvV5 training reults show a
precision value of 0.973, recall of 0.93, F&core of

0.86, and mAP of 89.3%These results indicate good
performance of the model in detecting humans, as

show in Figure 2.
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Source: (Research Results, 2024)
Figure 2. YOLOV5 Training Results

System Implementation
In this research, the detailed workflow of the
human detection system can be seen in Figure 3.

Library
Import
Digital Image
Input

Image Detection and
Distance Calculation
Process

Image
Detection
Output

Source: (Research Results, 2024)
Figure 3. Workflow of Human Detection System
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1. Library Import Stage

At this stage, the OpeiBource Computer Vision
(OpenCV) library is imported for processing

images, videos, and realime information

extraction. OpenCVcan recognize and detect
objects in complex situationg32].

. Digital Image Input Stag

At this stage, digital images in the form of videos
are input. The input video consists of three 10
second videos, each with different scenarios in
(.mp4) file format.

. Image Detection and Distance Calculation Stag

At this stage, human objects are detected in the
input video using the YOLOV5 algorithm, and the
distance from each detected human object is
calculated. The process begins by applying
640x640 sized images to the backbone and
dividing them into four small parts by the FOCUS
module. Through a series of convolution
operations and BCSP, feature maps are
generated at various scales (80x80, 40x40, and
20x20). The model then predicts the object
locations with bounding boxes and confidence
scores. To address duplicate detections, the NMS
method removes overlapping bounding boxes
based on confidence scores. After obtaining the
correct bounding boxes, the distance between
the detected human objects and the exwator is
calculated using Equation (1), where the width
(w) and height (h) of the bounding box in pixels
are used for accurate distance calculation. This
process involves converting the camera's Field
of View into the arc length on a circle. By utilizing
the camera's Field of View and information from
the bounding box, the actual distance of human
objects in the rear area of the excavator is
determined.

. Image Detection Output Stage

At this stage, the output of the detection process
includes bounding boxes, class labels,
confidence scores, and distance information.
Human objects detected at a distance of 3 meters
or more are marked with green bounding boxes,
while human objects detected at a distance of
less than 3 meters are flagged as highsk
situations with red bounding boxes and
accompanied by a warning sound. Highisk
situations indicate that human objects are
detected in close proximity to the excavator,
posing potential safety hazards.
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System Testing

In this research, testing is conducted to
measurethe system's accuracy in detecting humans
and their distances in realtime. The testing process
involves evaluating how the detection results in
input videos from an external webcam are divided
into three groups: True Positive(TP), False Positive
(FP), and False Negative(FN) [33]. TP refers to
bounding boxes in the positive class that result in
correct detections. In this case, human objects
detected at a distance of 3 meters or more are
displayed with green bounding boxes, while human
objects detectedat a distance of less than 3 meters
are shown as highrisk with red bounding boxes. FP
refers to bounding boxes in the positive class that
result in incorrect detections. In this case, objects
are detected but incorrectly, such as when no
human is present but detected as human.
Additionally, if human objects detected at a distance
of 3 meters or more are displayed as highisk with
red bounding boxes, while human objects detected
at a distance of less than 3 meters are displayed with
green bounding boxesFN refers to bounding boxes
in the negative class that result in incorrect
detections. In this case, if there are humans but not

detected as humans. Based on the TP, FP, and FN

values obtained, accuracy and F&core are
calculated to determine the detection performance
according to Equations (2) and (3[34].

~ o~
[3) v €

O WWOo i

~
g

w

@ i wEiQ
The selection of accuracy and F&core as
performance indices for detection is based on
several reasonsAccuracy and Fiscore are the most
popular metrics for evaluating model performance
across various machine learning tasks[35].
Accuracy indicates the percentage of correct
predictions out of all predictions made and provides
a general indication of model performance. This
method is often used due to its ease of
interpretation [36]. On the other hand, Fkcore
provides a more detailed assessment of model
performance by combining precision aud recall,
which is particularly fair under class imbalance
conditions [37]. Precision measures the proportion
of true positive detections out of all positive
predictions, crucial in occupational safety contexts
to minimize false positive detections [36].
Meanwhile, recall measures the model's ability to

3

detect all existing positive cases, essential to ensure

all humans present are detected, thereby reducing

202

accident risks[35]. By combining accuracy and F1
score, a comprehensive and detailed picture fo
human detection performance is obtained, ensuring
that the model is not only accurate overall but also
effective in correctly detecting humans and
avoiding risky detection errors in workplace safety
behind excavators.

RESULTS AND DISCUSSION

Image Input

Observations in this study were conducted
by observing detection results on a digital image
input in the form of a video. The video used was
captured by an external 1080p resolution webcam
(Full High Definition) mounted behind an excavator.
The externalwebcam recorded videos at 60 frames
per second. The videos depicted humans in various
conditions behind the excavator, with each video
lasting 10 seconds, resulting in 600 frames per
video. These videos were input into the developed
program in (.mp4) format. An illustration of video
capture can be seen in Figure 4.

Source: (Research Results, 2024)
Figure 4. lllustration of Video Capture

Detection Results

In this research video detection was solely
focused on human objects, thus other objects
present in the videos were not detected. Detection
was performed on threerecorded videosof humans
in the area kehind the excavator with different
scenarios each consisting of 600frames. Video
scenarios 1 and 2 show several stationary human
objects with varying positions and distances.
Meanwhile, scenario video 3 shows several moving
human objects with varying positions and distances.

@
Source: (Research Results, 2024)
Figure 5. (a) Video Scenario 1 (b) Detection Results

(b)

of Video 1
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Based on Figure 8, the results of human
detection testing on videos 1, 2, and 3 yielded an
average accuracy of 60.99% and an Fdcore of
75.56%. Many humanobjects were too smallto be
clearly detected. InAddition, human objectsthat are
too far from the camera and lack contrast with the
background also affect detection accuracy. These
detection errors mainly occur in human objects that
are small or too farfrom the camera and have low
contrast with the background. This indicates that
YOLOvV5 has limitations in detecting objects with
low resolution or under suboptimal lighting
conditions.

In addition to detecting human objects,
distance detection from human olects was also
performed. The main focus was on detecting high
risk distances to ensure that the system could
provide quick, accurate responses and appropriate

@
Source: (Research Results, 2024)
Figure 6. (a) Video Scenario 2 (b) Detection Results
of Video 2

i<l

@)
Source: (Research Results, 2024)
Figure 7. (a) Video Scenario 3 (b) Detection Results warnings when humans were within a distance of

(b)

of Video 3 less than 3 meters. The results of highisk detection

testing are displayed in Figure 9.
Based on Figures 5, 6, and 7, the video

scenarios before detection and their detection 150%

results are shown. Several human objects have been 10b90% 1 oh90% | 100%
H 100% = = =

successfully detected. Detected human objects are

marked with a bounding box indicating the object's S0%

position, accompaiied by class label, confidence

score, and distance value for each detection. Human 0%

objects detected at a distance of 3 meters or more Video1 Video2 Video3

are displayed with a green bounding box, while

those detected at a distance of less than 3 meters are

flagged as high ri& with a red bounding box.

The system evaluation parameters used
include accuracy and Fiscore. Accuracy is
calculated as the ratio of the number of correct
detections to the total expected detectiong35],
while the Fl-score is the harmonic mean of
precision and recall [37]. Precision measures the
proportion of correct detections produced [36],
while recall measures the proportion of correct
detections out of all objects that should be detected
[35]. The results of human detection testing are
presented in Figure 8.

100.00%

° 7935% 78.97%
80.00% 65.7 65.2 68.36%
60.00% 51.9
40.00%
20.00%
0.00%

Videol Video2 Video3

Accuracy M Fl-score

Source: (Research Results, 2024)
Figure 8. Human Detection Test Results
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Accuracy MF1l-score

Source: (Research Results, 2024)
Figure 9. HighRisk Detection Test Results

Based on Figure 9, the results of highsk
detection testing on videos 1, 2, and 3 showed an
average accuracy of 100% and an F4coreof 100%.
These high values indicate that the model
performed exceptionally well in achieving the goals
of this research.

To assess the overall performance of the
model, the evaluation results from the conducted
tests are summarized in Figure 10.
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Figure 10. Detection Evaluation Results
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Based on Figure 10, the overall evaluation
results of detection on videos 1, 2, and 3 yielded an
average accuracy of 80.5% and an Fdcore of
87.78%. These high accuracy and Fdcore values
indicate that the human detection system performs
well. Although the accuracy and Fiscore have not
reached a perfect value of 100% due to several

significantly to the development of safety
technology for excavators, especially since YOLOvV5
offers advantages in detection speed and acracy
compared to previous detection methods that often
require longer computation times and more
resources. This contribution aligns with the theory
that deep learningbased image processing

factors, such as the presence of many small humantechnology can substantially improve workplace

objects, objects that argoo far from the cameraand
low contrast with the background,these values are
sufficiently high to demonstrate the effectiveness of
the developed detection system.

The limitations in this study open
opportunities for further development. With a
dataset comprising only three videos, there is
significant potential to expand this research by
using more axd varied videos to enhance the
model ' s ability t o -warld a
situations. Additionally, although the selected
videos do not represent all possible field scenarios,
this provides a strong foundation for future
research that can broaden thescope and improve
detection accuracy under various conditions.

In this research, YOLOv5 demonstrates
superior performance in detecting human objects in
the area behind the excavator compared to previous
object detection methods. Studies using Mask-R
CNN slow high accuracy, but often require longer
computation times and greater resources[12].
Faster RCNN provides good reatime detection

safety by providing more accurate and responsive
detection tools. By implementing this system, it is
expected to enhance the safety of workers operating
excavators, reduce the incidence of work accidents
caused by excavators in various sectors, and
decrease the risk of injuy or death due to collisions
with excavators. This system is also capable of
providing early warnings to excavator operators
accurately, thereby preventing accidents that could
pause ihjury ow death amdi isnproving aperational
efficiency by minimizing downtime due to
accidents.

This research has limitations that need to be
considered by future researchers to improve
research outcomes. These limitations are related to
program accuracy, detection errors, and data set
limitations. The accuracy of the program igreatly
influenced by the clarity of the input, where human
objects that are too small, too far from the camera,
or have low contrast with the background are still
difficult to detect clearly. Although the YOLOvV5
algorithm performs well in various conditions,

[13], but this research shows that YOLOV5 excels in detecting objects with low resolution or under less

both speed and detection accuracy. Another study
that integrates YOLOv4 with a Siamessetwork for
real-time tracking shows effectiveness [14], but
YOLOv5handles background detection and small
object issues more effectively to mosaic data
augmentation [18]. Additionally, YOLOvV5 offers
significant improvements in detection speed and
accuracy compared to YOLOv3 and other twstage
detection methods like Faster RCNN [15], [17].
With its excellent performance, YOLOvV5 shows
strong potential for real-time applications in safety
monitoring around heavy equipment. Therefore,
YOLOVS5 is a better choicelue to its accuracy and
speed in detecting object438].

CONCLUSION

Based on the research results, it can be
concluded that the YOLOV5 algorithm demonstrates
good performance with an average accuracy of
80.5% and an F1 score of 87.78%, making it suitable
for application in human detection systems in the
area behind excavadrs, in line with the research
objectives. The implementation of the YOLOv5
based human detection system contributes
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ideal lighting conditions still requires further
understanding. Additionally, the dataset used in this
research does not fully represent various field
situations. To enhance the model's ability to dect
human objects in various realworld scenarios, it is
recommended to expand the dataset with more and
varied videos. Diversity in the dataset will help the
model adapt to various situations in the excavator
work environment, resulting in more reliable and
widely applicable applications. By addressing these
limitations, future researchers are expected to
produce a more accurate and effective detection
system.

As a recommendation for future research, the
performance of YOLOvV5 can be developed in an
object detection system based on the Bird's Eye
View concept using cameras mounted on top of the
excavator. This system provides a wider, more
detailed, and clearer view compared to single
camera systems. Additional benefits of this system
include a 360degree vew around the excavator,
enabling the detection of objects not visible from the
perspective of the rearmounted camera, mult
directional detection that enhances the ability to
detect objects from  various  directions
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