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Abstract— Heart disease is a fatal illness responsible for approximately 36% of deaths in 2020. Therefore, it 
is important to pay attention to and better anticipate the risk of heart disease. One technological contribution 
that can be made is through information related to the risk of heart disease. Classification techniques in data 
mining can be used to diagnose and identify the risk of heart disease earlier by processing medical data and 
making predictions. This study compares the effectiveness of two classification algorithms, Support Vector 
Machine (SVM) and K-Nearest Neighbor (KNN), in predicting the risk of heart disease using a Kaggle dataset 
consisting of 303 records with 14 attribute columns. The data is divided into 70% for training and 30% for 
testing. The software used in this study is Orange Data Mining to build the SVM and KNN models. The results 
show that the SVM accuracy is 85.6%, while KNN achieves 81.1%. Based on the confusion matrix, the SVM 
algorithm has a lower error rate compared to KNN. In conclusion, the SVM algorithm is superior to KNN in 
predicting the risk of heart disease. These findings indicate that SVM has a better potential in identifying 
individuals at high risk of experiencing a heart attack. This research can contribute to the development of a 
more accurate medical decision support system for early detection of heart disease. 
 
Keywords: confusion matrix, heart attack, k-nearest neighbor, support vector machine.  
 
Intisari— Serangan jantung adalah penyakit mematikan yang menyebabkan sekitar 36% kematian pada 
tahun 2020. Oleh karena itu, penting untuk memperhatikan risiko serangan jantung dan mengantisipasinya 
dengan lebih baik. Salah satu kontribusi teknologi yang dapat diberikan adalah melalui informasi terkait 
risiko serangan jantung. Teknik klasifikasi dalam data mining dapat digunakan untuk mendiagnosis dan 
mengidentifikasi risiko serangan jantung lebih awal dengan memproses data medis dan membuat prediksi. 
Penelitian ini membandingkan efektivitas dua algoritma klasifikasi, yaitu Support Vector Machine (SVM) dan 
K-Nearest Neighbor (KNN), dalam memprediksi risiko serangan jantung menggunakan dataset dari Kaggle 
yang terdiri dari 303 data dengan 14 kolom atribut. Data tersebut dibagi menjadi 70% untuk data training 
dan 30% untuk data testing. Software yang digunakan dalam penelitian ini adalah Orange Data Mining untuk 
membangun model SVM dan KNN. Hasil penelitian menunjukkan bahwa akurasi SVM mencapai 85,6%, 
sementara KNN mencapai 81,1%. Berdasarkan confusion matrix, algoritma SVM menghasilkan tingkat 
kesalahan yang lebih kecil dibandingkan KNN. Hasil ini mengindikasikan bahwa SVM memiliki potensi yang 
lebih baik dalam mengidentifikasi seseorang yang berisiko tinggi mengalami serangan jantung. Temuan ini 
dapat berkontribusi pada pengembangan sistem pendukung keputusan medis yang lebih akurat untuk deteksi 
dini penyakit jantung.  
 
Kata Kunci: confusion matrix, serangan jantung, k-nearest neighbor, support vector machine. 
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INTRODUCTION 
 

One of the deadliest diseases in the world is a 
heart attack, which occurs due to a blockage in the 
coronary artery blood flow, causing the oxygen level 
in the heart muscle to decrease until an infarction 
occurs [1]. Factors that contribute to heart attacks 
include smoking habits, poor sleep quality, and the 
consumption of high-cholesterol foods, which have 
become common among people as daily lifestyles 
change [2]. Research has shown that in Indonesia in 
2012, there were approximately 43.30% of people 
affected by heart attacks, leading to a mortality rate 
of 12.90% [3]. In 2013, it was recorded that 61,682 
people were affected by heart attacks, with the 
majority of cases occurring in Central Java, totaling 
11,511 cases. This data is further supported by 
research findings which estimate that by 2020, 
heart disease would become the leading cause of 
death worldwide, accounting for 36% of all deaths. 
This figure is considered to be twice as high as the 
mortality rate from cancer [4]. 

This condition can occur at any time, which is 
why immediate treatment is necessary to prevent 
death. Common symptoms of a heart attack are [5]: 

1. Irregular heartbeat 
2. Shortness of breath 
3. Chest feels like it's being pressed by a heavy 

object 
4. Pain in the chest that radiates to the back and 

arms 
5. Nausea, vomiting, and weakness 
6. Excessive cold sweating 

Other factors that contribute to heart attacks 
are as follows [6]: 

1. Age (Men >45 years and Women >55 years) 
2. High blood pressure (hypertension) 
3. Cholesterol 
4. High blood sugar 
5. Stress 
6. Use of illegal drugs 

The data above proves that heart disease is 
very dangerous. Therefore, this research uses heart 
disease patient data obtained from the website 
Kaggle.com. Heart disease data is too extensive for 
manual processing, so it will be processed through 
data mining using machine learning [7]. Data 
mining techniques are related to fields of science 
and technology such as data statistics, artificial 
intelligence, and machine learning [8]. In data 
mining, there are several data processing 
techniques used, one of which is classification. 
Researchers often use classification as a process to 
place certain objects into a grouping divided into 
several categories [9]. In the current research, the 
classification method is used to predict whether a 

person will have a heart attack so that early 
treatment can be administered. Based on the 
research conducted, the classification of heart 
disease using the K-Nearest Neighbor (KNN) 
algorithm yielded an accuracy rate of 88.333% in 
the first trial and 96.667% in the second trial [10]. 
According to the research conducted, the 
classification of heart disease using the Support 
Vector Machine (SVM) algorithm yielded an 
accuracy rate of 87% in the first trial and 80% in the 
second trial [11]. 

In the management of classification data, this 
research uses algorithms such as SVM and KNN. The 
SVM algorithm is a classification method for both 
linear and non-linear data that systematically 
utilizes the function of a kernel to transform the 
support vector classifier into a higher-dimensional 
form [12]. The working principle of this method is 
to determine the maximum distance from a 
hyperplane by iteratively adjusting until the optimal 
hyperplane distance is achieved for both classes. 
The KNN algorithm is a classification method used 
by collecting several objects from the data that have 
undergone the training process, which have the 
closest distance and highest similarity to the test 
data [13]. Using these two algorithms, the 
comparison reveals that both SVM and KNN have 
the same advantages: simple and commonly used 
data grouping processes, ease of implementation, 
and good performance in their methods [14].  

Furthermore, SVM and KNN have been 
employed in various studies, either by comparing 
the two methods or combining them. Some of these 
studies include comparing air quality in Jakarta 
[15], predicting student’s performance [16], 
classifying lung lesion scheme [17], recognizing 
speech emotions [18], and classifying brain tumors 
[19].  

Therefore, this research aims to evaluate and 
compare the effectiveness of the Support Vector 
Machine (SVM) and K-Nearest Neighbor (KNN) 
algorithms in classifying heart disease using 
datasets obtained from Kaggle.com. By 
implementing these classification algorithms, the 
study seeks to determine which algorithm provides 
superior accuracy in detecting heart disease. The 
findings from this comparative analysis will 
contribute to optimizing predictive models for early 
detection and management of heart disease, 
ultimately aiding in improving health outcomes and 
guiding future research in the field. 

 
MATERIALS AND METHODS 

 
To achieve the research objectives already 

explained, a conceptual framework was created. 
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This study discusses the comparative analysis of the 
SVM and KNN algorithms in detecting heart disease, 
focusing on these two algorithms. The data used 
comes from the Kaggle website and is then classified 
using the SVM and KNN algorithms with the help of 
the Orange Data Mining application. The results 
obtained are the accuracy rates of the SVM and KNN 
algorithms, and these accuracy rates are compared 
to determine which algorithm is the most accurate 
in detecting heart disease. 

The conceptual framework depicted in the 
diagram below is as follows: 

 
Source: (Research Results, 2024) 

Figure 1. Conceptual Framework 
 
A. Data Collection Methods 

In this study, the data collection method used 
is through internet searching. This data collection 
method utilizes internet search engine technology 
to gather information and data. The data collected 
originates from the Kaggle website, specifically the 
"Heart Attack Analysis & Prediction Datasets," 
which provides analysis and predictions of patients 
exhibiting symptoms of heart disease [20]. 

 
B. Hypothesis 

In this study, two of several machine learning 
algorithm methods for classification will be used to 
detect heart disease, namely SVM and KNN. The 
author hypothesizes that the accuracy rate provided 

by the SVM algorithm will be greater than that of the 
KNN algorithm. 

 
C. Solution Methods 

The stages of the research are conducted to 
support the flow of the study and provide strong 
arguments and findings. 

 
Source: (Research Results, 2024) 

Figure 2. Research Stages 
 

Figure 2 shows the stages of the research, 
starting with data collection through searching for 
datasets to be used for classification. The data 
obtained originates from the Kaggle website, 
containing various criteria data of heart attack 
patients. The next stage involves data pre-
processing, where data cleaning ensures no 
duplicate data, fills in missing values, and smooths 
noisy data. Subsequently, the data is normalized to 
ensure no excessive data and is generalized, 
transforming the data into a suitable format for the 
mining process. 

The data is divided for training and testing 
purposes. A percentage of 70% of the data is used 
for training, and 30% for testing. The next stage 
involves the classification of SVM and KNN 
algorithms, using various model calculations of 
these algorithms on the training data. 
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The results of the SVM and KNN algorithm 
classifications provide accuracy rates that will be 
compared to determine the best accuracy rate in 
detecting heart disease. 

 
D. Prediction of SVM Algorithm 

The SVM algorithm is a commonly used 
machine learning method for analyzing and 
categorizing data into two categories. In this 
research, the SVM algorithm uses training and 
testing data to perform classification in order to 
predict heart disease. 

The steps of the SVM algorithm base on figure 
2 are as follows: 
1. Inputting training data for training purposes. 

The training process involves using separated 
data, then training using the SVM algorithm. 

2. The application process of the SVM kernel 
function involves using the Polynomial kernel. 
The equation for the Polynomial kernel 
function is as follows: 

𝐾(𝑥1, 𝑥2) = (𝑥1 ∙ 𝑥2 + 1)𝑑
 (1) 

 
𝑥1 = trained data 
𝑥2 = test data 
d = polynomial degree parameter (typically 
d=2) 
 

3. After training the data, testing is conducted to 
evaluate the SVM classification algorithm and 
obtain accuracy values. Evaluate, analyze, and 
discuss the results of the classification when 
using the SVM algorithm. 

 

Source: (Research Results, 2024) 
Figure 3. SVM Flowchart 

E. Prediction of KNN Algorithm 
The KNN algorithm is a data mining 

classification method and is also part of supervised 
learning. The KNN algorithm classifies objects based 
on attributes derived from query instances 
categorized by the majority of a category in that 
algorithm. In this study, the KNN algorithm is built 
using training and testing data to classify data for 
predicting heart attack patients. 

The operational steps of the KNN 
algorithm are as follows. 

 
Source: (Research Results, 2024) 

Figure 4. KNN Flowchart 

 
In the picture above is the flowchart of the 

KNN algorithm. The steps of how the KNN algorithm 
works are as follows: 
1. Enter the minimum value of k, k = 1, and the 

maximum value which can be given as the 
number of trained data. 

2. Determine the Manhattan distance. The 
calculation in finding the Manhattan 
distance is as follows: 

 

𝑑𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛(𝑥, 𝑦) = ∑ |𝑥1 − 𝑦1|𝑛
𝑖=1        (2) 

 
𝑖 = number of data sets 
𝑥 = number of test data 
𝑦 = number of trained data 
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3. Retrieve the nearest k values according to the 
calculated distance and calculate the data 
points in each category. 

4. Assign the new data point to a category with 
the highest number of neighbors. 

5. Determine the classification results from the 
fourth step with the highest number. 

 
F. Confusion Matrix 

The Confusion Matrix is a performance 
measurement tool in machine learning 
classification problems that generates 4 different 
combinations of predicted and actual values. These 
four terms represent True Positive, True Negative, 
False Positive, and False Negative outcomes. 

Table 1. Confusion Matrix 

 
Predicted 

Negative (-) Positive (+) 

Actual 

Negative 
(-) 

True Negative 
(TN) 

False Positive 
(FP) 

Positive 
(+) 

False Negative 
(FN) 

True Positive 
(TP) 

Source: (Research Results, 2024) 
 
1. True Positive (TP): predicted positive value 

that is correct. 
2. True Negative (TN): predicted negative value 

that is correct. 
3. False Positive (FP): predicted positive value 

that is incorrect. 
4. False Negative (FN): predicted negative value 

that is incorrect. 
 

In the Confusion Matrix, it includes Accuracy, 
Recall, Precision, and F-Score explained below [21]: 
1. Accuracy 

A metric used to measure the classification 
model that provides all correct predictions. 

𝐴𝐶 =  
𝑇𝑃+𝑇𝑁

TP+TN+FP+FN
𝑥100% (3) 

 
AC: Accuracy 
TP: True Positive 
TN: True Negative 
FP: False Positive 
FN: False Negative 

 
2. Recall  

The metric used to measure how many positive 
instances are identified by the model. 

𝑅𝐶 =  
𝑇𝑃

TP+FN
𝑥100% (4) 

 
RC: Recall 
TP: True Positive 
FN: False Negative 

3. Precision 
The metric used to measure how many 
positive predictions obtained from the model 
are correctly stated. 

𝑃𝑅 =  
𝑇𝑃

TP+FP
𝑥100% (5) 

 
PR: Precision 
TP: True Positive 
FP: False Positive 

 
4. F1-Score 

A combined metric that considers both 
precision and recall, aiming to achieve a 
balance between these two metrics. 

𝐹1 = 2𝑥 
𝑅𝐶 𝑥 𝑃𝑅

RC+PR
𝑥100% (6) 

 
RC: Recall 
PR: Precision 

     
RESULTS AND DISCUSSION 

 
A. Data Collection Results 

After collecting data from the Kaggle website, 
a dataset of heart attack patients with classification 
properties was obtained. This dataset contains 303 
patients and is provided in a Comma Separated 
Values (CSV) file. The dataset includes attribute 
columns and information related to heart attack 
patients. The data has 14 attributes, which can be 
seen in the table below. 
 

Table 2. Heart Attack Data Attributes 
Attribute Name Attribute Description 

Age Age of the patient 
Sex Gender of the patient 

(example = 0 for female, 1 for 
male). 

Chest Pain Type of chest pain or chest 
pain symptoms experienced 
by the patient. (0 = Typical 
Angina, 1 = Atypical Angina, 2 
= Non-anginal Pain, 3 = 
Asymptomatic). 

Resting Blood Pressure Blood pressure at rest 
Cholesterol Cholesterol level in the blood 
Fasting Blood Sugar Blood sugar level (example = 

0 for normal blood sugar, 1 
for high blood sugar). 

Resting 
Electrocardiographic 

Resting electrocardiogram 
(EKG or ECG) results (0 = 
normal, 1 = ST wave deviation 
greater than 0.5mV, 2 = 
hypertrophy) 

Maximum Heart Rate 
Achieved 

Maximum heart rate achieved 
during exercise test 

Exercise Induced Angina Whether the patient 
experiences angina (chest 
pain) induced by exercise 
(example = 0 for no, 1 for yes) 
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Attribute Name Attribute Description 
ST Depression Induced ST segment depression on the 

electrocardiogram induced 
by exercise 

Slope Slope of the ST segment on 
the electrocardiogram during 
exercise or exercise test 

Number of Major Vessels Number of major vessels 
colored by contrast agent 
during cardiac angiography 

Thalassemia Blood disorder (example = 0 
for normal, 1,2, or 3 for 
different types) 

Output Whether the patient has a 
chance of having a heart 
attack. If “0,” there is a low 
chance of a heart attack, 
whereas “1” indicates a high 
chance of a heart attack. 

Source: (Research Results, 2024) 

Some attributes in the table above refer to 
factors and causes of heart disease. These attributes 
are often used in related research to identify risk 
factors and aid in predicting and diagnosing heart 
disease. 
 
B. Research Results 

To train the SVM and KNN algorithms with 
the Orange Data Mining application, the heart attack 
patient dataset needs to undergo data cleaning and 
transformation first to ensure stable performance 
during classification. 

 
1. Data Cleaning 

This dataset has 303 entries with 14 attributes 
columns. 

 
Source: (Research Results, 2024) 

Figure 5. Data Cleaning Setup 
 

In Figure 5, the data will be processed to 
remove duplicate entries. The initial step involves 
inputting the heart attack patient dataset into a file 
to display the attributes and the number of entries. 
Then, the distance feature is used to calculate the 
distance between columns and rows of the dataset. 
Next, the process moves to duplicate detection, 
where duplicate data will be cleaned, and the data is 
displayed in a table format to review all the 
data after cleaning. 

 
2. Data Transformation 

In Table 3, it shows that the initial data 
attributes are still abbreviated, with types being 

numeric and categorical, serving as features, and 
some attributes having values of 0 and 1. 

 
Table 3. Initial Data Attributes 

 Name Type Role Values 
1 age numeric feature  

2 sex categorical feature 0, 1 
3 cp categorical feature  
4 trtbps numeric feature  
5 chol numeric feature  
6 fbs numeric feature 0, 1 
7 restecg categorical feature  
8 thalachh numeric feature  
9 exng numeric feature 0, 1 

10 oldpeak numeric feature  
11 slp categorical feature  
12 caa numeric feature  
13 thall categorical feature  
14 output numeric feature 0, 1 

Source: (Research Results, 2024) 
 

Then in Figure 6, changes in several attribute 
values and names are shown. Attributes such as Age, 
Trtbps (Resting Blood Pressure), and Oldpeak (ST 
Depression Induced) remain unchanged because 
modifying them would degrade the performance of 
the predictive algorithm to be used. The method 
used to categorize data categories employs Label 
Encoding, where categories are assigned values 
starting from 0 onwards to categorize various 
types of data [22].  

 
Source: (Research Results, 2024) 

Figure 6. Changes in Initial Data Attributes 
 
3. Data Sampler 

The data sampler is a component used in data 
processing to sample data to understand and 
analyze its characteristics. The data sampler uses 
the fixed proportion of data technique to take 70% 
of the data as training data, with the remainder used 
as testing data. 
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Source: (Research Results, 2024) 

Figure 7. Changes in Initial Data Attributes 
 
4. Building SVM and KNN Algorithms 

The SVM algorithm uses the SVM type with a 
Polynomial kernel. The kernel uses g (gamma) 
=auto, c0 = 1 (default), and d (degree) = 3 (default). 

 
Source: (Research Results, 2024) 

Figure 8. SVM Algorithm Setup 
 

The KNN algorithm uses 5 neighbors, with  
Manhattan distance, and uniform weights. 

 
Source: (Research Results, 2024) 

Figure 9. KNN Algorithm Setup 

 
5. Prediction Results of SVM and KNN Algorithms 

After classification using the remaining 30% of 
the data from the training data, the prediction 
results can be seen in the image below. In 
Figure 10, it shows that the SVM algorithm has 
a superior accuracy of 85.6% compared to 
KNN, which has an accuracy of 81.1%. 

 
Source: (Research Results, 2024) 

Figure 10. Prediction Results of SVM and KNN 
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C. Discussion 
When predicting heart attacks on the testing 

data using the SVM algorithm, it provided an Area 
under ROC Curve of 91.6%, an Accuracy of 85.6%, 
an F1-Score of 85.5%, a Precision of 85.6%, and a 
Recall of 85.6%. In comparison, the KNN algorithm 
provided an Area under ROC Curve of 85.3%, an 
Accuracy of 81.1%, an F1-Score of 81.1%, a 
Precision of 81.2%, and a Recall of 81.1%. It can be 
stated that the SVM algorithm is superior in 
predicting heart disease with higher accuracy 
compared to the KNN algorithm. 

The Confusion Matrix produced in the study 
using the SVM and KNN algorithms on 
the Testing Data. 

 
Source: (Research Results, 2024) 

Figure 11. SVM Confusion Matrix 

 
In Figure 11, it shows that the SVM algorithm 

produces the following prediction values: 46 true 
positives (correctly predicted as low risk of heart 
attack), 8 false positives (predicted as high risk but 
actually low risk), 31 true negatives (correctly 
predicted as high risk), and 5 false negatives 
(predicted as low risk but actually high risk). 

 
Source: (Research Results, 2024) 

Figure 12. KNN Confusion Matrix  

In Figure 12, it shows that the KNN algorithm 
produces the following prediction values: 42 true 
positives (correctly predicted as low risk of heart 
attack), 8 false positives (predicted as high risk but 
actually low risk), 31 true negatives (correctly 
predicted as high risk), and 9 false negatives 
(predicted as low risk but actually high risk). 

From the Confusion Matrix results described 
above, it can be concluded that the SVM algorithm's 
predictions are superior to the KNN algorithm, as 
the SVM has lower prediction errors compared to 
the KNN. 
 

 CONCLUSION 
 

In conclusion, the research findings indicate 
that the Support Vector Machine (SVM) algorithm 
achieves an accuracy of 85.6%, while K-Nearest 
Neighbor (KNN) records an accuracy of 81.1% in 
predicting heart disease. This demonstrates that 
SVM performs better than KNN in this particular 
dataset. These results provide valuable insights into 
the use of machine learning for heart disease 
prediction, suggesting that SVM may be a more 
reliable option for this task. Further exploration 
into other datasets and model optimization could 
enhance the accuracy and robustness of these 
predictions in real-world medical applications. 

Future research should consider testing 
other machine learning algorithms to explore their 
effectiveness in heart disease detection. Increasing 
the size and diversity of the dataset could also 
improve prediction accuracy and generalizability. 
Additionally, applying techniques like 
hyperparameter optimization, feature selection, 
and ensemble methods could further refine model 
performance, ensuring more accurate and reliable 
outcomes in medical diagnoses. 
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