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Abstract— Loans and credit are among the most in-demand banking products, making accurate loan 
prediction systems essential for minimizing bank credit risks and boosting profitability. This study proposed a 
loan prediction model using the Random Forest algorithm, with mean imputation and 3 outlier detection 
(Boxplot, Z-score, and Interquartile Range (IQR)) as data pre-processing methods. Using Lending Club loan 
data from 2014-2021 (466,285 records, split 70/30 for training/testing), model performance was assessed 
using accuracy, recall, and F1 Score. The proposed approach achieved a 95% prediction accuracy, 
outperforming previous models at 83%. The best results were obtained using mean imputation with IQR-based 
outlier detection. However, the determination of the mean imputation mean can be a limitation of this study. 
This highlights the importance of thorough pre-processing in enhancing prediction accuracy. The study 
underscores the role of machine learning and financial technology (fintech) in informing credit decisions and 
support incorporating imputation and outlier handling as standard steps in financial modeling pipeline.   
 
Keywords: accuracy, loan prediction, pre-processing, random forest.  

 
Intisari— Pinjaman atau kredit salah satu produk yang paling diminati di industri perbankan, sehingga 
kebutuhan akan sistem prediksi pinjaman dengan akurasi tinggi sangat penting untuk meminimalkan risiko 
kredit macet dan meningkatkan profitabilitas. Penelitian ini mengusulkan model prediksi pinjaman 
menggunakan Algoritma Random Forest, dengan mean imputasi dan 3 deteksi data outlier Boxplot, Z-score, 
dan Interquartile Range (IQR) sebagai metode pre-processing data. Dataset yang digunakan Lending Club dari 
tahun 2014 hingga 2021, yang mencakup 466.285 data, dibagi menjadi 70% data pelatihan dan 30% data 
pengujian. Kinerja model dievaluasi menggunakan Confusion Matrix dengan tiga parameter pengukuran: 
akurasi, recall, dan F1 Score. Pendekatan yang diusulkan menunjukkan peningkatan kinerja, mencapai 
akurasi prediksi pinjaman sebesar 95%, dibandingkan dengan 83% dalam penelitian sebelumnya. Akurasi 
tertinggi diperoleh ketika pra-pemrosesan data dilakukan menggunakan metode imputasi rata-rata dan 
Interquartile Range (IQR) untuk deteksi outlier. Walaupun demikian penetapan penggunaan mean imputation 
dapat menjadi Batasan dalam penelitian ini. Hasil dari penelitian ini yang perlu di garis bawahi bahwa 
penggunaan pra proses data dapat meningkatkan keakuratan model. Kontribusi hasil penelitian ini pada 
pengambilan keputusan keuangan yang terinformasi dan membantu pengguna merencanakan keuangan 
mereka dengan lebih baik. 
 

Kata Kunci: akurasi. prediksi pinjaman, pre-processing, random forest.  
 

INTRODUCTION 
 

Bank Indonesia (BI) plays a key role in 
keeping system stable and supporting  sustainable 
economic growth[1]. It sets regulations to maintain 

stability, even economic downturns that could slow 
growth.  Research indicates that Indonesia's bank 
depend heavily on interest from credit, making it a 
vital product. When giving credit, banks consider 
trust, agreements, time periods, risk, and reward. 

https://www.uib.ac.id/
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Credit is not given easily, it requires several 
agreements beforehand [2].  Currently Financial 
Technology (fintech) has variously offer credit 
loans, this condition as impact of artificial 
Intelligent (AI) development. To support the 
platforms Machine Learning (ML) technology take 
important part to improve the process of appraisal. 
For the above reason Loan prediction’s studies with 
ML model or algorithm become interesting in last 
five years.  

According to the literature review, several 
researchers have implemented machine learning 
(ML) models such as Decision Tree, Random Forest, 
XGBoost, and Support Vector Classifier (SVM) to 
classify or predict loans with better performances. 
Table 1 shows how ML is widely used in various 
applications such as detection, classification, and 
prediction, delivering optimal results in various 
applications. Some studies have compared two or 
more ML models to determine the best performance 
in loan classification or prediction. 

 
Table 1. Resume of Literature review for ML 

references 
Proposed 

Models 
Better 

Performance 
Accuracy 

[3] 
3 ML Models Random Forest 

Classifier (RFC) 
99% 

[4] 7 ML Models XGBoost 79% 

[5] 
10 ML Models Adaboost, 

XGboost 
81.71
%, 
80.8% 

[6] 1 ML Model LightGBM 73% 

[7] 
3 ML Models Support Vector 

Classifier (SVM) 
83% 

[8] 2 ML Random Forest 80% 
[9] 1 ML Random Forest 83% 
[10] 1 ML Random Forest 97% 

Source : (Research Results, 2025) 
 

From Table 1, we see that some studies found 
the Random Forest model delivered the best 
performance in prediction or classification, with 
outcomes improving by at least 80%. Therefore, this 
study uses the Random Forest model. Missing data 
in dataset occurs frequently which lead to 
challenges, Primarily to face these issue there are 
two type of approach includes deletion and 
imputation, Deletion involves removing 
observations or features with missing values[11]. 
Deletion is often the default method due to its 
simplicity and speed[12]. However, this approach 
has limitations, including a reduction in dataset size, 
potential bias, and the loss of important 
information, especially when a large proportion of 
the data is missing. Previous studies comparing kNN 
imputation and Mean Imputation for handling 
missing data on vulnerability index, they concluded 
that kNN and mean imputation can handle missing 
data[13]. Other researchers used combination of 

deleting technique and Mean, Mode and ANN 
imputation method to overcomes missing data in 
heart diseases dataset[14], [15]. Result of these 
studied shown that implementation Mean 
imputation method would improve the accuracy.  

Another issue within the dataset, aside from 
missing data, is the presence of outliers. Similar to 
missing data, outliers can lead to a decrease in the 
performance of classification or prediction models. 
Therefore, it is crucial to perform outlier detection 
on the dataset to improve the performance of 
classification or prediction tasks. This has been 
demonstrated in a study on Hybrid Diabetes 
Diseases prediction, which achieved an accuracy of 
up to 96%[16]. Other studies stunting classification 
with Indonesian DHS dataset was implemented 
Data imputation Method and Outlier Detection and 
improved the accuracy of classification stunting 
between 96% - 98%[17]. 

In previous study titled “Analysis of 
Prediction of Loan Eligibility with the Random 
Forest Method “[9], the results showed the accuracy 
of classification using Random Forest algorithm was 
83%. Data preprocessing was performed by 
eliminating not-matching data. In this study,  We 
propose a new loan prediction model using the 
Random Forest algorithm, with mean Imputation 
and outlier detection methods applied as 
preprocessing step.  

Finally, this study aims to improve loan 
prediction using the Random Forest algorithm by 
applying the mean imputation method and outlier 
detection techniques. The dataset used is a public 
Lending club loan dataset from 2014-2021, 
available on Kaggle. For data preprocessing, mean 
imputation will be used to address missing values, 
while three different outlier detections methods 
will be employed: Boxplot, Z-Score, and 
Interquartile Range (IQR). Different combinations 
will be tested (mean imputation with Boxplot, mean 
imputation with Z-score, and men imputation with 
IQR). To evaluate the classification or prediction 
performance, a confusion matrix will be used three 
parameters: Accuracy, recall, and F1-score. 

 
MATERIALS AND METHODS 

 
Machine Learning 

Machine learning (ML) is a part of computer 
science that builds a specific algorithm in studying a 
certain phenomenon based on a dataset collected 
and then modeled with a specific algorithm. There 
are 4 learning types of ML; a). Supervised Learning; 
b). Semi-Supervised Learning; c). Unsupervised 
Learning; and d). Reinforcement Learning.  
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In the loan prediction study, the type of 
machine learning used is supervised learning, 
where the dataset is well labeled. The algorithm 
discussed in this study is Random Forest, based on 
the findings from the literature review. 

 
Random Forest Algorithm 
Random Forest is built from combining the output 
of several decision trees or combining the 
prediction results of several decision trees to 
produce a more stable and stable method. That’s 
why the Random Forest is an ensemble method. A 
single Decision Tree often overfits the training data, 
especially when the tree grows deep, but Random 
Forest reduces overfitting by introducing 
randomness in two ways: 

a. Bootstrapping: Each tree is trained on a 
different random subset of the data. 

b. Random Feature Selection: At each split, only a 
random subset of features is considered. 

Table 2 presents the overall performance 
comparison between the single Decision Tree (DT) 
and the Random Forest (RF) algorithms. 
 

Table 2. Comparation Performance DT and RF 
Feature Decision Tree Random Forest 

Generalization Poor Strong 
Robustness Low High 
Overfitting Risk High Low 
Accuracy Moderate High 
Feature 
Importance 

Limited Strong 

Source : (Research Results, 2025) 
 

From Table 2 we can conclude that the 
Random Forest algorithms more reliable than 
decision tree algorithm, so this study, the Random 
Forest algorithm is used to perform loan 
classification or prediction. Previous study on loan 
prediction that compared two algorithms Decision 
Tree and Random Forest algorithm, the results 
indicated that the Random Forest algorithm 
outperformed the Decision Tree algorithm in terms 
of performance[8],[18], [19] 
 
Dataset 

The dataset used in this study is the public 
Lending Club loan dataset from 2014 to 2021, 
obtained from Kaggle, consisting of 466,285 
records. The data has been split into 70% training 
data and 30% test data. 

The data preparation process involved 
deleting features with less than 10% completeness 
or those containing entirely empty values. Only 
features with the float or integer data types were 
selected. Ultimately, 32 features were used in the 
analysis. 

 

Preprocessing Data 
In this study, the public dataset Lending Club 

loan data from 2014 to 2021 contains missing 
values in certain features, as shown in Figure 2, and 
outlier data. To address the missing values, mean 
imputation will be applied. Additionally, three 
methods for outlier detection: Boxplot, Z-score, and 
Interquartile Range (IQR) will be used to identify 

outliers in the dataset. 
 

1. Imputation Data 
Data imputation is the process of replacing 

missing values, which can also be beneficial in 
maintaining the completeness of a dataset. There 
are three types of missing data: 1. MCAR (Missing 
Completely At Random), 2. MAR (Missing At 
Random), and 3. MNAR (Missing Not At Random). 
Based on the definition, the missing data in the 
Lending Club loan dataset was categorized as MAR.  
The Data Imputation methods has potential 
limitation such as: 

a. Distortion of data distribution 
b. Model too complex than dataset 
c. Misinterpretation 
The Data Imputation Method used in this study 

was mean imputation, Mean Imputation are a 
suitable imputation method for filing missing data 
at a relatively small and single value is required for 
replacement[12], [17]. Mean imputation Method 
uses mean values to replace the null data with the 
average calculation of the data with the formula (1) 
below. 
 

𝑀𝑒𝑎𝑛(𝑋) =
1

𝑛
∑ 𝑋𝑖

𝑛
𝑖=1                       (1) 

 
The rationale using Mean Imputation is the 

simplest statistical method for numeric features, if 
the missing data less or equal 1% of total data Mean 
imputation can replaced the missing data to become 
complete dataset, but if the missing data in domain 
more than 10% can lead produce biased estimates 
for each data prediction. In this study, 60% of the 
missing data in features has amounted less than 1%, 
therefore the use of the Mean imputation method is 
a good choice even though there is still a risk of data 
bias[12], [14]. 
 
2. Outlier Detection Methods 

Outlier Data can indicate a set of points that 
significantly differ from the majority of the other 
data, This often referred to as an outlying 
observation or contaminant in the data, Outliers can 
result from sources like an error in the data 
compilation, editing or coding[20]. 
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The outlier detection methods used in this study are 
Boxplot, Z-Score, and Interquartile Range (IRQ). 
these three methods have been implemented in 
previous study for stunting classification[17].  
Boxplot method a visual tool to describes outlier in 
dataset. Boxplot provides an overview of data 
distribution based on essential statistics including 
median, quartiles, and potential outliers. 
 Z-Score method uses two estimators mean and 
standard deviation to identify the outliers, The Z-
Score can be calculated using the following Equation 
(2) as follows: 
 

𝑍𝑖 =  
𝑥𝑖− �̅�

𝑠𝑑
                     (2) 

 
Where: 
x_i = i-th data value 
x ̅  = Mean value of the dataset 
Sd = Standard deviation from the dataset 
 
Interquartile Range (IQR) outlier detect data 
points that fall significantly outside the range of 
most other value in the dataset, The data range of 
IQR is the range between the first (Q1) and the third 
quartile (Q3) with the following Equation (3) for 
IQR. 

𝐼𝑄𝑅 =  𝑄3 − 𝑄1                            (3) 

 
The formula below is how IQR detects an outlier 
data :  

𝑥𝑖 < 𝑄1 − 2,5 𝑥 𝐼𝑄𝑅 Or  𝑥𝑖 > 𝑄3 + 2,5 𝑥 𝐼𝑄𝑅 
Another method of detecting outlier is boxplot, 
Which is a visually represents the IQR, The 
difference is data that are outside data points which 
extend from the box edges are considered outliers, 
The value of whiskers is determined by the 
following Equation (4) as follows 
 

𝑄1 − 1,5 𝑥 𝐼𝑄𝑅 And 𝑄3 + 1,5 𝑥 𝐼𝑄𝑅    (4) 

 
In this study, the loan prediction experiment was 
conducted using three outlier detection methods 
separately. The determination of the outlier 
detection method to be used in the proposed model 
was based on the experiment results, selecting the 
one with the best performance accuracy.. 
 
Model Performance Assessment 

Models that have been built using training 
data need to be tested by running the model with 
test data that has never been run with the model. If 
the model can make predictions well, then the 
model built is good. Although the model was 
running well, but still necessary to assess the model 

performance with sufficient Metric and tools. Metric 
and Tools that mostly used to assess the model 
performance consist of: 

a. Confusion Metrix 
b. Accuracy 
c. Cost-sensitive accuracy, 
d. Precision/Recall, and 
e. Area under the ROC curve 

In this study, model performance assessment 
for loan prediction was conducted using a Confusion 
Matrix with three parameters: Accuracy, Recall, and 
F1-Score. These three parameters were chosen 
because the F1-score is calculated as the harmonic 
mean of precision and recall, providing a balanced 
measure of a model’s performance. The formula is 
shown in Equation (9). 
The result of the Lending Club classification or 
prediction will be evaluated using a confusion 
matrix. A confusion matrix is a tool that clearly and 
effectively displays a classifier’s performance [21]. 
To determine accuracy, we will use a confusion 
matrix, as shown in Table 3. The confusion matrix 
contains four different combinations: True Positive 
(TP), True Negative (TN), False Positive (FP) and 
False Negative (FN) which are very useful for 
measuring Accuracy, Specificity, Recall, Precision 
and F1-score. 
F1-score is a metric that combine precision and 
recall into a single model performance, Particularly 
useful to detect uneven class distribution, A high F1-
score indicate the model is effective in detecting a 
significant proportion of true lending cases (high 
recall) while also maintaining a low rate of false 
positives (high precision). 
 

Table 3. Confusion Matrix 
Confusion matrix  Predicted 

Positive Negative 
Actual  Positive True Positive False Negative 

 Negative False Positive True Negative 

Source : (Research Results, 2025) 
 
Base on the data from Table 3 the parameters below 
can be calculated using the equations (5) – (9): 
 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             (5) 

Specificity = 
𝑇𝑁

𝑇𝑁+𝐹𝑃
             (6) 

Recall  = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
            (7) 

Precision     = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
             (8) 

F1 Score  = 2𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        (9). 
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RESULTS AND DISCUSSION 
 
Before discussing the results of the 

prediction, the first step is to examine the design of 

the experiment, as described in Figure 1. Figure 1 

illustrates the flow of the experiment, where the 
Loan Dataset undergoes preprocessing before the 
classification process 

 

 
Source : (Research Results, 2025) 

Figure 1. Lending Classification Process 
 

Preprocessing data of The Lending club 2014 
– 2021 dataset, started with implementing Mean 
imputation method to the dataset so the missing 
data will be replaced with mean imputation data 
until all the features has 466,285 numbers of data. 
The dataset that is utilized spans from 2014-2021 
with 32 features.  

 

 
 

Source : (Research Results, 2025) 
Figure 2. Dataset Before Imputation 

 
Figure 2 shows that 15 features have missing 

data, with 9 of them having less than 1% missing 
values. This was the reason for implementing the 
Mean Imputation method. The missing data posed a 
challenge to the integrity and reliability of the 
dataset. 

The next step is to evaluate the dataset using 
three different methods of data outlier detection: 
Boxplot, Z-Score, and Interquartile Range. After 
that, the dataset will be classified using the Random 
Forest algorithm. The model’s performance will be 
evaluated using a Confusion Matrix by measuring 
three parameters; Accuracy, Recall and F1 Score.  
This study defines two loan classification 
categories: approved loan classification and 
rejected loan classification. 
 

  
Source : (Research Results, 2025) 

Figure 3. Lending Classification with 3 Outlier 
Detection Method 

 
Figure 3 shows the next step, which is the 

recognition of outlier data. We combined mean 
imputation with 3 different methods: Boxplot, Z-
Score, and Interquartile Range. Each combination 
produces different loan classification accuracy. The 
results of the loan classification are evaluated using 
three parameters: accuracy, recall, and F1-score. 
Accuracy indicates how correct the classification is, 
regardless of True Positives or False Negatives. 

Figure 4 through 6 show the results of model 
performance assessment using confusion matrix for 
three outlier detection methods: Boxplot, Z-Score, 
and Interquartile Range (IQR). Using formulas (6) to 
(10), Accuracy, Recall, and F1 Score can be 
calculated.  

 
Source : (Research Results, 2025) 

Figure 4. Prediction Result Using Boxplot 
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Figure 4 shows the combination of mean 
imputation and Boxplot. The confusion matrix 
results are as follows: True Positive (TP) 79,845 
predictions, False Positive (FP) 1,925 predictions, 
False Negative (FN) 21 predictions, and True 
Negative (TN) 3,739 predictions. 

 

 
Source : (Research Results, 2025) 

Figure 5. Prediction Result Using Z-Score 
 
Figure 5 shows the combination of mean 

imputation and Z-score. The confusion matrix 
results are as follows: True Positive (TP) 109,562 
predictions, False Positive (FP) 5,746 predictions, 
False Negative (FN) 281 predictions, and True 
Negative (TN) 8,863 predictions. 

 

 
Source : (Research Results, 2025) 

Figure 6. Prediction Result Using IQR 
Figure 6 shows the combination of mean 

imputation and Interquartile Range (IQR). The 
confusion matrix results are as follows: True 
Positive (TP) 79,914 predictions, False Positive (FP) 
1,865 predictions, False Negative (FN) 17 
predictions, and True Negative (TN) 3,734 
predictions. 

Table 4 presents the results of Loan 
prediction based on values of TP, FP, FN, and TN 
from Figures 4 to 6. Using Equations (5) to (9), the 
results are summarized according to Accuracy, 
Recall, and F1 Score as follows: 

 
Table 4. Result of Loan Prediction  

Outlier Detection 
Method 

Accuracy Recall F1 Score 

Boxplot 97.72% 97.64% 98.79% 
Interquartile Range 97.80% 97.72% 98.84% 
Z-Score 95.16% 95.01% 97.31% 

Source : (Research Results, 2025) 
 

In terms of accuracy, the Z-Score method 
achieved the lowest accuracy at 95,16%, while the 
Highest accuracy achieved Interquartile Range 
method at 97,80%. In term of recall, the Z-Score 
method achieved the lowest value at 95,01%, while 
the Interquartile Range method achieved the 
highest at 97,72%. In term of F1-Score, the Z-Score 
method achieved the lowest score at 97,31%, and 
the Interquartile Range method achieved the higher 
at 98,84%.  Both the Boxplot method and 
Interquartile Range (IQR) method achieved exceed 
97% accuracy, but overall considering accuracy, 
recall, and F1-score the Interquartile method 
performed better than the Boxplot method. This is 
because outlier detection using the Interquartile 
method determines the upper and lower bounds 
using formula (6). A data point is classified as an 
outlier if its value falls below the lower bound or 
above the upper bound. Since outlier detection is 
applied to each individual data point, the 
Interquartile Range method achieves better 
accuracy compared to the Boxplot method.  

From Table 3, we conclude that the impact 
of preprocessing techniques has improved loan 
classification and prediction. The accuracy of loan 
prediction exceeded 95%, Recall exceeded 95% and 
F1-Score exceeded 97%.  These results are much 
better than a previous study, which reported an 
accuracy 83%  [9]. The best prediction was achieved 
by implementing the Mean Imputation method 
combined with Interquartile Range (IQR) for outlier 
detection, resulting in an accuracy of 97.71%, a 
recall of 99.97%, and an F1 Score of 98.82%. 
Implication of finding, for banking industry or 
financial institutions as follows: 

1. Provide better assess the creditworthiness of 

the customers, and avoid bad credit risk. 

2. Enhance costumers trust. 

3. Speed-up the process and evaluates loan 

request from customers. 

We encourage researchers to conduct further 
studies, as there is still room for improvement by 
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incorporating different data pre-processing 
techniques, algorithms, and datasets to enhance the 
performance of the loan prediction model. For 
future research, we plan to develop an IoT-based 
loan approval application. This application will 
require customers to provide some metadata or 
financial information. Once the customer submits 
the metadata, the ML model will process it to make 
a loan prediction. Customers will be able predict 
whether their loan application is likely to be 
disapproved based on their current financial 
condition, allowing them to better plan their 
finances. 

 
CONCLUSION 

  
Based on the experimental results and 

analysis of loan prediction using the Lending Club 
dataset from 2014 to 2021, it can be concluded that 
the optimal design for a loan prediction model using 
the Random Forest algorithm is achieved when  
data preprocessing includes the Mean Imputation 
method for handling missing values and the 
Interquartile Range (IQR) method for outlier 
detection. The proposed approach demonstrated 
excellent performance, achieving accuracy rates 
above 95%, recall exceeding 95%, and an F1-score 
surpassing 97%, highlighting its effectiveness in 
enhancing loan prediction outcomes.  

The decision to use mean imputation to 
handle missing data could be a limitation in the loan 
prediction results. For future projects, the pre-
processing process could be revisited by 
implementing various data imputation methods 
such as kNN imputation, Max Imputation, and 
others. Additionally, a study on feature selection for 
loan prediction is important, as It is crucial to 
identify which features have a significant impact on 
the prediction. This will help establish the essential 
metadata that customers must provide in the 
development of an IoT-based loan approval 
prototype, simplifying data processing. 
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