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Abstract— The classification of imbalanced data in food delivery distribution is an important issue that needs 
to be considered to ensure fairness and efficiency in the food distribution system. This research answers these 
problems by improving the accuracy of the classification of delivery locations that have imbalanced demand 
data, so that high priority areas are not neglected. Generating more efficient and cost-effective distribution 
routes, taking into account vehicle capacity and delivery urgency. Reducing delivery time and potential food 
waste due to delays or non-optimal route allocation. This study addresses the problem of improving the 
accuracy of delivery location classification that has imbalanced demand data, so that high priority areas are 
not neglected. Generate more efficient and cost-effective distribution routes, taking into account vehicle 
capacity and delivery urgency. Reduce delivery time and potential food wastage due to delays or non-optimal 
route allocation. This study uses the research stages of data collecting, data preprocessing, and 
implementation of K-Means and K-NN methods. The results of CVRP testing with K-Means show the value of 
cluster 7 acc=80, precc=85, recall=84. cluster 9 acc=85, precc=90, recall=91. cluster 11 acc=88, precc=93, 
recall=94. While the results of CVRP testing with K-NN show the value of K 7 acc=89, precc=88, recall=85. value 
of K 9 acc=87, precc=90, recall=91. value of K 11 acc=95, precc=97, recall=94. The optimization results show 
that this approach not only improves operational efficiency but also increases the accuracy of food delivery, 
which will affect the availability of traditional markets. 
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Intisari— Klasifikasi data yang tidak seimbang dalam distribusi pengiriman makanan merupakan masalah 
penting yang perlu diperhatikan untuk memastikan keadilan dan efisiensi dalam sistem distribusi makanan. 
Penelitian ini menjawab permasalahan tersebut dengan meningkatkan akurasi klasifikasi lokasi pengiriman 
yang memiliki data permintaan yang tidak seimbang, sehingga daerah yang memiliki prioritas tinggi tidak 
terabaikan. Menghasilkan rute distribusi yang lebih efisien dan hemat biaya, dengan mempertimbangkan 
kapasitas kendaraan dan urgensi pengiriman. Mengurangi waktu pengiriman dan potensi pemborosan bahan 
makanan akibat keterlambatan atau alokasi rute yang tidak optimal. Penelitian ini membahas masalah 
peningkatan akurasi klasifikasi lokasi pengiriman yang memiliki data permintaan yang tidak seimbang, 
sehingga area yang memiliki prioritas tinggi tidak terabaikan. Menghasilkan rute distribusi yang lebih efisien 
dan hemat biaya, dengan mempertimbangkan kapasitas kendaraan dan urgensi pengiriman. Mengurangi 
waktu pengiriman dan potensi pemborosan bahan makanan akibat keterlambatan atau alokasi rute yang 
tidak optimal. Penelitian ini menggunakan tahapan penelitian pengumpulan data, preprocessing data, dan 
implementasi metode K-Means dan K-NN. Hasil pengujian CVRP dengan K-Means menunjukkan nilai cluster 7 
accuracy = 80, precision = 85, recall = 84. Cluster 9 acc=85, precc=90, recall=91. Cluster 11 acc=88, precc=93, 
recall=94. Sedangkan hasil pengujian CVRP dengan K-NN menunjukkan nilai K 7 accuracy=89, precision=88, 
recall=85. Nilai K 9 accuracy = 87, precision = 90, recall = 91. Nilai K 11 accuracy = 95, precision = 97, recall = 
94. Hasil optimasi menunjukkan bahwa pendekatan ini tidak hanya meningkatkan efisiensi operasional tetapi 
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juga meningkatkan akurasi pengiriman bahan makanan, yang akan berdampak pada ketersediaan pasar 
tradisional. 
 
Kata Kunci: classification, food distribution, imbalanced data, machine learning, optimization 
 

INTRODUCTION 
 

Imbalanced data in machine learning refers 
to a situation where the number of examples of each 
class in a dataset is unbalanced, which may result in 
a biased model being built. In many applications, 
such as medical diagnosis or fraud detection, 
minority classes are often more important despite 
being fewer in number. When models are trained on 
unbalanced data, they tend to overlook the minority 
classes, resulting in poor performance in detecting 
or classifying such data [1][2][3].  Imbalanced data 
refers to a situation where the distribution of 
classes in a dataset is unbalanced, where one class 
has a much larger number of examples than 
another. This phenomenon often occurs in various 
fields, including agriculture [4][5]. The problem of 
shipping food distribution from Berastagi to Medan 
involves several challenges that can affect the 
efficiency and effectiveness of the distribution 
process. First, geographical conditions and 
sometimes poor road infrastructure can hamper 
transportation. Winding and often damaged roads 
in mountainous areas can cause delays in the 
delivery process and increase the risk of damage to 
sensitive foodstuffs [6]. 

The classification of imbalanced data in food 
delivery distribution is an important issue that 
needs to be addressed to ensure fairness and 
efficiency in the food distribution system. In many 
cases, data pertaining to certain types of food, such 
as organic vegetables or local food products, is often 
less than that pertaining to common food products 
such as rice or wheat. This imbalance may cause 
classification models built to analyze and predict 
food delivery patterns to overlook minority classes. 
As a result, decisions taken in distribution planning 
can be biased, which can negatively impact food 
access and availability in different communities. 
Class imbalance is one of the influential 
characteristics on the performance of machine 
learning algorithms and this issue has received 
attention in academia and industry  [7][8][9]. 

Therefore, it is important to apply 
appropriate techniques to handle imbalanced data, 
such as oversampling, undersampling, or specially 
designed algorithms, so that the model can 
accurately recognize and predict all food types, thus 
supporting more equitable and fair food 
distribution [8][10]. To improve accuracy and 
fairness in food distribution classification, it is 

important to apply machine learning techniques 
that are able to handle the problem of imbalanced 
data. Various methods, such as oversampling the 
minority class, undersampling the majority class, or 
the use of special algorithms designed for 
imbalanced situations, such as K-Means and K-
Nearest Neighbors, have been used [10][11]. In this 
study, the authors implemented the capacity vehicle 
routing problem algorithm to limit the amount of 
food distribution transportation. Vehicle Routing 
Problem (VRP) is one of the important issues in 
transportation system. Vehicle Routing Problem 
(VRP) is a distribution system problem that aims to 
create an optimal vehicle path for a group of 
vehicles whose capacity is known, in order to meet 
customer demand with a known location and 
number of requests [12][1][13].  Research [14] 
presents comprehensive research results on the 
application of optimization and machine learning in 
last-mile logistics. The authors classify the literature 
into three main approaches: vehicle routing 
problem (VRP) optimization models, machine 
learning models, and hybrid approaches, and 
identify the main research gaps in each area. One 
way to overcome this difficulty is to develop hybrid 
approaches that combine machine learning as a 
predictive tool (e.g. in demand or service time) and 
metaheuristics as an optimization solution tool. 

Research [15] presents research results on 
the application of optimization and machine 
learning techniques in last-mile logistics, with a 
focus on the classification of vehicle route 
optimization model approaches, machine learning, 
as well as mixed approaches. It is shown that the use 
of machine learning algorithms, especially for 
demand prediction and anomaly detection, can 
significantly improve the efficiency of logistics 
distribution. However, there are still unresolved 
issues, especially regarding the integration of AI-
based predictive methods with complex 
optimization systems in real-time in the context of 
unbalanced data. Handling imbalanced data in food 
distribution is empirically proven to significantly 
improve the sensitivity and specificity of the model. 
This study aims to identify the factors determining 
the classification of food distribution destination 
locations and provide their impact on the efficiency 
of distribution routes from Berastagi to Medan in 
order to design an optimal distribution strategy 
based on vehicle capacity limitations, geographical 
conditions, and regional priorities. 
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MATERIALS AND METHODS 
 

This research method is based on Berastagi 
city food delivery data. This dataset will be used for 
Imbalanced Classification of Food Distribution Data. 
The following is the research method used in this 
research: 

 
Source: (Research Results, 2025) 

Figure 1. Research Stages 
 

Based on Figure 1, the stages of this 
research are divided into several main steps that 
form a workflow in solving the Capacitated Vehicle 
Routing Problem (CVRP) with a machine learning 
approach. The stages include: 

 
Data Collection 
 Systematic and structured data collection is 
critical to the success of this research. Accurate and 
relevant data enables the development of more 
effective CVRP optimization models, as well as 
improving the accuracy of product demand 
prediction in the context of food distribution. With 
the right approach to data collection and processing, 
this research is expected to contribute significantly 
to the efficiency and effectiveness of the food 

distribution system [16][17]. The data used in this 

study are data from food delivery companies in the 
Berastagi area which are sent to several locations in 
Medan City. Data collection methods were carried 
out through documentation and semi-structured 
interviews. Documentation was obtained from 
transaction records and delivery logs available in 
the company's internal system, including delivery 
history for a certain period (for example, data dated 
June 1, 2025 as shown in Table 1). 

Semi-structured interviews were 
conducted with the company's operational staff, 
including couriers and field officers, to explore 
additional information regarding distribution 

patterns, geographic challenges, and route grouping 
practices that have been implemented manually. 
This approach was chosen to obtain quantitative 
data as well as a contextual understanding of the 
food distribution process in the region. 
 

Table 1. Food Distribution Dataset 
Delivery 

Time 
Farmers Recipient Recipient Address 

2025-
06-01 
08.11.1
5 

SERTU 
SAFRIZAL 
SARAGIH 

admin SUMATERA UTARA, 
MEDAN, Medan 
Pajak Induk 
Tuntungan  

2025-
06-01 
07.47.0
6 

EMA 
MANURUN
G 

TTD 
RETUR 

Sumatera Utara, 
Medan, Pajak 
Sambas 

2025-
06-01 
14.45.3
2 

ESMERAID
A SITEPU 

Basaulian 
Aritonang 

Sumatera Utara, 
Medan, ,,Pajak 
Sukaramai 

2025-
06-01 
09.49.1
3 

PT. 
PANGKLAL
AN BARU 
INDAH 

Seller Sumatera Utara, 
Medan. Pajak 
Simpang Limun 

2025-
06-01 
09.04.2
7 

Taty 
Nursery 
Tambunan 

Salman 
Nasution 

,031 

SUMATERA UTARA, 
MEDAN, Pajak Ikan 
Lama 

2025-
06-01 
08.02.1
7 

RISMA 
SONDANG 

CP/Kurir 
Pickup 

SUMATERA UTARA, 
MEDAN, Pajak 
Kampung Lalang 

2025-
06-01 
08.00.1
2 

Ambar 
Murboreno 

Joni SUMATERA UTARA, 
MEDAN, Pajak 
Induk Pancing 

2025-
06-01 
08.01.5
9 

Bachtera 
jusup 
purba 

CP/Kurir 
Pickup 

Sumatera Utara, 
Medan, Pajak Titi 
Kuning 

Source: (Research Results, 2025) 
 

Based on Table 1, food distribution data from 
farmers to various market locations in Medan on 
June 1, 2025 is shown. The information presented 
includes delivery time, farmer name, recipient, and 
destination address. This data reflects variations in 
distribution destination locations such as Induk 
Tuntungan Tax, Sambas Tax, Sukaramai Tax, and 
others, which are important inputs in CVRP 
modeling. 
 
Data Preprocessing 

Data preprocessing is the initial process that 
will transform the data entered into the system into 
data in a proper format and ready for processing. 
Performing data cleaning, also known as data 
cleansing, is the process of identifying and 
correcting or removing errors, inconsistencies, and 
inaccuracies present in a data set. Various necessary 
processes such as merging, deforming, reducing, 
and discretizing are some examples of 
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preprocessing. This stage includes several main 
processes: [18][19]. 

 
Data Cleaning: Includes removing and correcting 
missing values, duplications, input errors, and 
inconsistencies between attributes. This cleaning 
aims to reduce bias and improve model accuracy. 
 
Data Transformation: This process includes scale 
normalization (e.g. on request volume and delivery 
distance), encoding categorical variables (if any), 
and converting location data into geographic 
coordinates (latitude-longitude) using API. 
 
Reduction and Discretization: Irrelevant or 
redundant features are removed, while some 
continuous variables may be kept in discrete 
intervals to support the clustering process. 
 
Implementasi CVRP dengan Machine Learning 

This implementation is carried out in 
accordance with the selected optimization that will 
be applied to the preprocessing dataset for the 
classification of imbalanced food distribution data. 
This implementation technique uses the capacity 
vehicle routing problem classification with machine 
learning. 
 
CVRP with K-Means 
 In this section the author performs CVRP 
optimization with K-Means, where at this stage the 
author uses Google Coolab. 

 
Source: (Research Results, 2025) 
Figure 2. Implementation of CVRP with K-Means 
 

Figure 2 shows the visualization results of 
the distribution destination location clusters 
formed using the K-Means algorithm. Each point on 
the graph represents one distribution destination 
address, which has previously been converted into 
geographic coordinates (longitude and latitude). 
Different colors on the graph indicate the results of 
the grouping (clusters) of the K-Means process 
based on geographic position similarities. 

CVRP with K-Nearest Neighbors 
 At this stage the author uses Google Collab 
for the implementation of CVRP with K-NN.  

 
Source: (Research Results, 2025) 
Figure 3. CVRP Implementation with K-NN 
 

Figure 3 shows the initial stages in data 
processing using Python in Google Colab, 
specifically for reading and managing Excel files 
(.xlsx) containing food distribution data. 
 
Evaluation 

Evaluation metrics are created in a similar 
manner to the process followed in binary and 
multiclass classification, specifically for your Label 
task. These metrics provide a quantitative 
assessment of the model's performance in handling 
multiple classes, providing insight into aspects such 
as precision, recall, F1 score, and accuracy for each 
class in binary and multiclass classification 
problems. This provides a solid basis for evaluating 
the effectiveness of the model in distinguishing 
between different classes in multiclass and binary 
classification databases [18]. 

 

𝐴𝐴𝐴 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                               (1) 

 

𝑃𝑟𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                       (2) 

 

𝑅𝑒𝑐 = 𝑇𝑃𝑟𝑎𝑡𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                        (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛−1+𝑟𝑒𝑐𝑎𝑙𝑙−1 =

2 𝑥
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                 (4) 
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RESULTS AND DISCUSSION 
 

In this section, we will discuss the 
implementation of food distribution with the 
capacity vehicle routing problem. first, the capacity 
vehicle routing problem algorithm, combined with 
the K-Means algorithm and second, combined with 
the K-NN algorithm. The study aims to determine 
the optimal vehicle route by minimizing the total 
distance traveled while meeting the capacity 
constraints of the amount of food transported. 
Input: A dataset consisting of service points (e.g., 
customers or delivery locations), vehicle capacity, 
and a distance matrix between points. 
Output: An optimized food distribution route with 
the allocation of service points to the appropriate 
vehicles, ensuring that each vehicle does not exceed 
the specified capacity. Confirm the capacity of the 
vehicle. Note that all vehicles have the same 
capacity. 

∑

𝑛

𝑖 =1

∑

𝑛

𝑗 =2

𝑞𝑗𝑥𝑖𝑗𝑘 ≤ 𝑄.     ∀𝑘  ∈ {1, … , 𝑝}             (5) 

CVRP with K-Means 
 At this stage the author performs CVRP 
optimization with K-Means, where the first stage 
makes cluster points and calculates the distance of 
each point to be sent for food distribution as in the 
following table. 

 Table 2. Cluster Point Process Data 
No XC YC Cluster 
0 3.107627 98.542614 10 
1 3.440379 97.669627 6 
2 3.215527 97.170581 0 
3 3.099766 97.816338 6 
4 2.857310 97.469824 6 
…    

298 3.955839 98.949463  
299 3.931669  

97.355824 
 

4 

300 3.823111 97.659416 4 

Source: (Research Results, 2025) 
 

 
Source: (Research Results, 2025) 
Figure 4. Visualization of Each CVRP Point with K-

Means 

 
Source: (Research Results, 2025) 
Figure 5. CVRP Optimization Results with K-Means 
 

In figures 4 and Figure 5 Food recipient 
location refers to the place where the goods or 
consignment will be received or forwarded by the 
intended recipient. This could be a home address, 
business address, or any other location where the 
consignee has the presence or facilities to receive 
the goods. The location of the consignee is 
important in the delivery and logistics process, as it 
is the final point in the supply chain where the 
product or goods are handed over to the customer. 

 
CVRP with K-Nearest Neighbors 

At this stage, the optimization process is 
carried out by applying CVRP with K-NN. This stage 
is carried out using Google Collab based on the 
following stages: The implementation stages 
include: (1) pre-processing of unbalanced food 
distribution data; (2) application of K-NN algorithm 
for classification of demand points based on 
geographical proximity and demand volume; (3) 
establishment of distribution routes based on 
vehicle capacity using simple heuristics; and (4) 
evaluation of model performance using 
classification accuracy and route efficiency metrics 
(total distance and capacity fulfillment). 

 
Source: (Research Results, 2025) 

Figure 6. Data on Food Distribution Centers 
 

Figure 6 Random customer center point 
data with neighbors and depots is a collection of 
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information that includes the geographical location 
of randomly scattered customer points in a certain 
area, as well as information about the neighbors of 
each customer point and the location of the depots 
or distribution centers that serve them. 

 

 
Source: (Research Results, 2025) 

Figure 7. Random Center Point Data 
 
Figure 7 Random customer center point 

data with neighbors and depots is a collection of 
information that includes the geographical location 
of randomly scattered customer points in a certain 
area, as well as information about the neighbors of 
each customer point and the location of the depots 
or distribution centers that serve them. 

 

 
Source: (Research Results, 2025) 
Figure 8. Initial Route Food Distribution Data 

 
In figure 8 The location of the consignee 

refers to the place where the goods or shipment will 
be received or forwarded by the intended recipient. 
This could be a home address, business address, or 
any other location where the consignee has the 
presence or facilities to receive the goods. The 
location of the consignee is important in the 
delivery and logistics process, as it is the final point 
in the supply chain where the product or goods are 
handed over to the customer. 

 
Source: (Research Results, 2025) 
Figure 9. Result K=7 CVRP Optimization with KNN 

 

 
Source: (Research Results, 2025) 

Figure 10. Result K=9 CVRP Optimization with KNN 
 

 
Source: (Research Results, 2025) 

Figure 11. Result K=11 CVRP Optimization with 
KNN 

 
From the test results, the implementation 

of the Capacity Vehicle Routing Problem (VRP) 
model with K-Nearest Neighbor (KNN) involves the 
process of mapping optimal delivery routes to visit 
a number of customers using the K-NN algorithm to 
determine efficient routes.  The result of K=7, K=9, 
K=11 Capacity Vehicle Routing Problem 
Optimization with K-Nearest Neighbors is an 
optimization solution for delivery routes that satisfy 
vehicle capacity constraints and consider distance 
or travel time. In this case, K refers to the number of 
nearest customers considered by the KNN 
algorithm. 
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Table 3. Percentage Results of Vehicle Routing 
Problem Model Implementation with K-Nearest 

Neighbor 

  
Data
sets 

Val
ue 
K 

Total 
Custo
mers  

Total 
Testi

ng 
Time 

Total 
Distan

ce 

Tota
l 

Rou
tes 

Aver
age 

Dista
nce 

Murni 
Cargo 

7 

2579 

66.0
05 

seco
nds 

1585
1km 

285 

10.0
04 

km / 
rout

e 
Murni 
Cargo 

9 2579 
43.5
84 

seco
nds 

1788
7 km 

285 

10.0
31 

km / 
rout

e 
Murni 
Cargo 

11 2579 
66.3
61 

seco
nds 

2564
194 
km 

190 

10.7
82 

km / 
rout

e 

Source: (Research Results, 2025) 
 

Overall, the implementation of the CVRP 
model with KNN can bring great benefits to 
companies or organizations in organizing and 
managing food distribution deliveries more 
efficiently, reducing operational costs, and 
improving customer service. 

 
Evaluation 
 

Performance Evaluation of Capacity 
Vehicle Routing Problem Optimization Model with 
Machine Learning in Classification of Imbalanced 
Vehicle Routing Data can be done through several 
evaluation metrics commonly used in machine 
learning and optimization, as well as through 
performance analysis of the resulting solution. The 
following are some performance evaluation 
methods that can be used: 

 

Table 4. CVRP Testing Results with K-Means 

Datase
ts 

Val
ue 

Cen
troi

d 

Performance 

Total 
Custo
mers  

Total 
Testi

ng 
Time 

Accur
acy 

Precis
ion 

Rec
all 

Murni 
Cargo 

7 2579 58.6
24 

seco
nds 

80 85 84 

Murni 
Cargo 

9 2579 47.2
31 

seco
nds 

85 90 91 

Murni 
Cargo 

11 2579 57.3
65 

seco
nds 

88 93 94 

Source: (Research Results, 2025) 
 

Table 5.  CVRP Testing Results with K-Nearest 
Neighbors 

Datas
ets 

Val
ue 
K 

Performance 

Total 
Custo
mers  

Total 
Testi

ng 
Time 

Accur
acy 

Precis
ion 

Rec
all 

Murn
i 

Cargo 

7 

2579 

66.2
10 

seco
nds 

89 88 85 

 Murni     
 Cargo 

9 2579 40.6
52 

seco
nds 

87 90 91 

 Murni  
 Cargo 

11 2579 55.6
51 

seco
nds 

95 97 94 

Source: (Research Results, 2025) 
 
CVRP test results with K-Means show 

cluster value 7 acc=80, precc=85, recall=84. cluster 
value 9 acc=85, precc=90, recall=91. cluster value 
11 acc=88, precc=93, recall=94. While the results of 
CVRP testing with K-NN show the value of K 7 
acc=89, precc=88, recall=85. the value of K 9 acc=87, 
precc=90, recall=91. the value of K 11 acc=95, 
precc=97, recall=94.  

The Capacity K-Nearest Neighbors 
implementation percentage result is a performance 
evaluation metric that gives an idea of how effective 
the algorithm is in solving routing problems 
considering vehicle capacity. By using the 
percentage result of CVRP implementation, we can 
evaluate the performance of the algorithm in 
solving the routing problem considering vehicle 
capacity, and also understand how effective the 
algorithm is in improving operational efficiency.  

 
CONCLUSION 

 
This research explores the application of 

CVRP with K-Means and K-NN using food 
distribution data from Berastagi to Medan 
expedition company. This research highlights the 
importance of applying Machine Learning 
techniques in CVRP Optimization to improve the 
classification of imbalanced data in food 
distribution. The optimization results show that this 
approach not only improves operational efficiency 
but also increases the accuracy of food delivery, 
which will have an impact on the availability of 
traditional markets. This research successfully 
demonstrates that the integration of CVRP 
algorithm with Machine Learning techniques, 
specifically K-Means and K-NN, is able to improve 
the performance of food distribution from Berastagi 
to Medan, both in terms of operational efficiency 
and accuracy of unbalanced demand classification. 
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The test results show that: K=9 value gives the 
fastest execution time in KNN test, while the highest 
accuracy is achieved at K=11 for K-NN test (acc=95, 
precc=97, recall=94). Clustering using K-Means 
with 11 clusters also showed the best classification 
performance. Overall, this approach marks a 
significant advancement in the effort to optimize 
data-driven logistics distribution, especially in the 
context of imbalanced data. Although efficiency 
improvements have not been fully demonstrated, 
CVRP optimization with Machine Learning in the 
classification of unbalanced food distribution data 
marks a step forward in the conduct of this research. 
Suggestions for future research require handling 
Unbalanced Data: Using techniques such as SMOTE 
(Synthetic Minority Oversampling Technique) to 
address data imbalances more systematically. 
Economic and Social Impact Evaluation: Assess the 
impact of this distribution efficiency on traditional 
markets, food prices, and customer satisfaction. 
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