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Abstract— The Human Development Index (HDI) is an essential indicator in measuring the success of human 
development. Although some regions in Indonesia have experienced increased HDI, inequality between areas 
makes it difficult to predict future HDI values. This research aims to build an HDI prediction model using the 
ensemble K-nearest neighbor (KNN) method. The dataset consists of 574 data points with attributes of life 
expectancy, expected years of schooling, average years of education, and regional income per capita. The 
method used is SEMMA with z-score normalization, feature selection based on domain knowledge, and 
validation with 10-fold cross-validation. The results showed that the KNN Ensemble model with the Boosting 
(Adaboost) technique had the best performance with an average MAPE of 0.58%, which indicates that the 
model's predictions deviate by less than 1% from actual HDI values, which is considered highly accurate and 
reliable for policy planning. This model proved better than linear regression, neural networks, single KNN, and 
double exponential smoothing algorithms. The improved prediction accuracy of the proposed model provides 
local governments with a reliable tool for scenario-based development planning and policy simulation, 
contributing to achieving the Golden Indonesia 2045 strategic vision. 
 
Keywords: ensemble, human development index, k-nearest neighbor, prediction. 

 
Intisari— Indeks Pembangunan Manusia (IPM) merupakan salah satu indikator penting dalam mengukur 
keberhasilan pembangunan manusia. Meskipun beberapa daerah di Indonesia mengalami peningkatan IPM, 
namun ketimpangan antardaerah menyebabkan sulitnya memprediksi nilai IPM di masa mendatang. 
Penelitian ini bertujuan untuk membangun model prediksi IPM menggunakan metode ensemble K-nearest 
neighbor (KNN). Dataset yang digunakan terdiri dari 574 titik data dengan atribut angka harapan hidup, 
harapan tahun sekolah, rata-rata tahun sekolah, dan pendapatan per kapita daerah. Metode yang digunakan 
adalah SEMMA dengan normalisasi z-score, pemilihan fitur berdasarkan pengetahuan domain, dan validasi 
dengan 10-fold cross-validation. Hasil penelitian menunjukkan bahwa model KNN Ensemble dengan teknik 
Boosting (Adaboost) memiliki kinerja terbaik dengan rata-rata MAPE sebesar 0,58%, dengan nilai minimum 
sebesar 0,31% pada lipatan kesembilan. Model ini terbukti lebih baik dibandingkan dengan algoritma regresi 
linier, neural network, single KNN, dan double exponential smoothing. Akurasi prediksi yang ditingkatkan dari 
model yang diusulkan memberi pemerintah daerah alat yang andal untuk perencanaan pembangunan 
berbasis skenario dan simulasi kebijakan, yang berkontribusi pada pencapaian visi strategis Indonesia Emas 
2045. 
 
Kata Kunci: ensemble, indeks pembangunan manusia, k-nearest neighbour, prediksi. 
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INTRODUCTION 
 

To achieve the vision of an "Indonesia Emas 
2045", various provinces in Indonesia have 
established various government programs as an 
integrated part of the national development 
strategy. One of them is West Java Province, whose 
main objective of its local government program is to 
increase the Human Development Index (HDI), a 
key indicator of the progress of human development 
and society's general welfare [1]. During 2010-
2022, West Java experienced consistent annual HDI 
growth with an average of 0.84%. The most 
significant increase occurred in the aspect of decent 
living standards. Although the HDI in West Java 
reached a high category in Java Island, variations 
and inequalities are still evident in the HDI values at 
the district level. Therefore, the future state of HDI 
is still challenging to predict. T 

he HDI is also an important metric in assessing 
multidimensional development across countries 
that integrates health, education, and economy. [2]. 
Understanding the development of the HDI is 
essential for policymakers and researchers to 
develop interventions and assess progress[3]. 
Developing countries are increasingly interested in 
machine learning applications for HDI prediction, 
including methodological innovations in GCC 
countries[4]. Research shows the success of 
machine learning techniques in forecasting HDI 
values by analyzing economic, health, and education 
indicators at the country level[5], [6]. This shows 
the development of machine learning applications 
in global HDI prediction. 

 Several studies are relevant to the research 
to be conducted, such as Akın and Koç [5] showed 
that the ensemble algorithm can predict the Human 
Development Index (HDI) value with a very high 
level of accuracy, but it only uses health indicators 
and does not consider the education and economic 
dimensions as essential components of HDI.  Then 
[7] applied double exponential smoothing for 
Bojonegoro, resulting in two satisfaction clusters, 
but the double exponential smoothing shows 
limited capability in handling non-linear patterns 
and is highly sensitive to abrupt changes in data. 
Then  [8] uses backpropagation in Wonosobo with 
an accuracy of 99.8%, although highly accurate in 
small-scale applications, backpropagation requires 
intensive tuning of hyperparameters and is prone to 
overfitting, making it less suitable for generalized 
regional HDI prediction tasks.  

Then [9] applied double exponential 
smoothing in North Toraja with low prediction 
error, but the approach is limited to linear data and 
not adaptive enough to complex data patterns. 

While [10] used random forest classification in 
Eastern Indonesia, with 4.08% incorrect 
predictions, indicating that the classification 
approach is less appropriate for prediction 
problems with continuous attributes such as HDI. 
Therefore, this research uses the K-Nearest 
Neighbor (KNN) machine learning ensemble 
approach to overcome these limitations. KNN 
ensemble can handle non-linear data patterns, is 
adaptive to heterogeneous data, does not require 
specific data distribution assumptions, and has 
proven effective in reducing errors due to 
parameter selection sensitivity [11] Such as 
determining the value of k, so that it is expected to 
produce IPM prediction models with more accurate 
and stable performance [12] Compared to previous 
methods.  

Based on these problems, this research aims 
to develop an HDI prediction model using an 
ensemble approach to the KNN algorithm to 
produce more accurate and stable predictions. This 
model is expected to positively contribute to more 
effective and sustainable development planning in 
various provinces in Indonesia, per the strategic 
goals towards Golden Indonesia 2045. 

 
MATERIALS AND METHODS 

 
This research uses the Sample, Explore, 

Modify, Model, and Assess (SEMMA) method, which 
is a method that describes a procedural framework 
for carrying out Machine Learning tasks [9]. In 
addition to prediction accuracy, the evaluation 
should also include an analysis of the computation 
time required by each model. The results show that 
ensemble models, such as AdaBoost-KNN and 
Stacking-KNN, require longer computation time 
than single models, such as Linear Regression or 
KNN. This is due to the large number of estimators 
involved in the ensemble. However, the significant 
accuracy improvement of ensemble models can be a 
valid reason to consider higher computational costs, 
depending on the needs and context of the 
application. 

Figure 1 shows that this method, as the 
name suggests, consists of a series of several 
activities [13]: 

 
1. The first step is sampling, which is the process 

of collecting data to get enough datasets to 
obtain significant information while still being 
easy to process.  

2. The exploration step involves analyzing the 
data to identify trends and anomalies and 
deeply understanding the data 
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3. In the modify step, the data is transformed by 
selecting, normalizing, and dividing the data 
for use in modeling.  

4. The next step is the model. At this stage, the 
data from the exploration stage is processed 
using the KNN ensemble by applying three 
techniques, namely bagging, boosting, and 
stacking, to get the best results. As in the 
conventional KNN method, several “k” nearest 
objects from the training data are 
considered[14], then the closest distance [15] 
is used for prediction. Furthermore, ensemble 
learning uses several simple models or “weak 
learners” that are trained separately and 
combined to overcome their weaknesses, 
resulting in a combined model that is more 
accurate and performs better [16]. In this 
study, the optimal value of "k" is nine, which 
was empirically determined by conducting a 
grid search across a range of k values from 1 to 
20, with k=9 yielding the lowest average MAPE 
during 10-fold cross-validation. 

5. The assessment stage considers that 
prediction is a scientific method that uses 
historical data to forecast future events, aiming 
to reduce errors and increase accuracy [11]. In 
this study, the generated patterns are 
evaluated to determine whether they are 
helpful and reliable using Mean Absolute 
Percentage Error (MAPE) matrix evaluation, a 
standard measure for assessing prediction 
accuracy [17]. MAPE helps evaluate the 
prediction error relative to the actual value. 

𝑀𝐴𝑃𝐸 = ∑
|𝑥𝑖−𝑦𝑖|

𝑥𝑖
𝑚

𝑛
𝑖=1 ∗ 100% (1) 

 

 
Source: (Research results, 2025) 

Figure 1. Research Design 

The performance analysis of the prediction process 
will consider the MAPE value, which is noted in 
Table 1 as a reference, as previous researchers have 
done [11]. 

 
Table 1. MAPE Value for Prediction Accuracy 

MAPE Value Prediction Accuracy 
MAPE ≤ 10% High 

10% < MAPE ≤ 20% Good 
20% < MAPE ≤ 50% Medium 

MAPE >50% Low 

Source: (Research results, 2025) 
 

This study uses a dataset collected from the 
official website of BPS West Java through the link 
https://jabar.bps.go.id/, with a dataset of 574 
records and six main attributes, namely year, UHH, 
HLS, RLS, PKD, and IPM. Then, the model was 
applied to datasets for Lampung, Gorontalo, and 
Central Java provinces. 

 
Table 2. Dataset Sample 

No. Year UHH HLS RLS PKD IPM 
1 2021 71.36 12.49 8.31 10410.00 70.60 
2 2021 71.21 12.24 7.10 8850.00 67.07 
3 2021 70.32 12.00 7.19 8052.00 65.56 
4 2021 73.72 12.70 9.07 10307.00 72.73 
5 2021 71.59 12.03 7.53 7961.00 66.45 
6 2021 69.67 12.54 7.48 7829.00 65.90 
7 2021 72.02 14.20 7.90 9259.00 70.93 
8 2021 73.78 12.23 7.80 9409.00 69.71 
9 2021 72.18 12.27 7.10 10368.00 69.12 
… .. .. .. .. .. .. 
81 2023 71.80 13.27 8.79 11356.00 73.08 

Source: (Research results, 2025) 
 

RESULTS AND DISCUSSION 
 

This research utilizes the K-Nearest Neighbor 
ensemble method implemented using the Python 
programming language on the Google Colab 
platform. The first step in this research is to collect 
datasets from the official website of BPS West Java 
(https://jabar.bps.go.id/). This dataset consists of 
574 data entries with six main attributes, with an 
explanation of each attribute: 

1) Year, the year of data collection. 
2) UHH: Life expectancy is the average age people 

can expect to live. 
3) HLS: expected years of schooling, the expected 

years of schooling for a 7-year-old child. 
4) RLS: average years of schooling, the average 

years of education for the population aged 25 
years and over. 

5) PKD: regional per capita income, the 
community's average income, and welfare 
level. 

https://jabar.bps.go.id/
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6) IPM: human development index, an indicator 
of success in improving the quality of human 
life. 
Attribute selection was based on reference 

studies and the availability of consistent annual 
provincial-level data over the 2021-2023 period. In 
addition, the selected attributes were prioritized 
based on their proven direct impact on HDI 

Once the sample is selected, the next step is the 
data exploration process to understand the 
dataset's characteristics through descriptive 
statistics, data visualization, and analysis to identify 
patterns, outliers, or other important information. 
This stage is important to understand the dataset's 
quality after data collection and as an initial step in 
analysis to uncover significant patterns and 
characteristics.  

 

 
Source: (Research results, 2025) 

Figure 2. Statistical Data Summary 
 
At this stage, the researcher presents summary 

statistics to understand the data distribution, 
including each numerical column's mean, median, 
standard deviation, and minimum and maximum 
values. Figure 2 presents the summary descriptive 
statistics of the five variables UHH, HLS, RLS, PKD, 
and HDI, each variable showing different mean 
values and data distributions, reflecting the 
variation in HDI indicators. 

 
Source: (Research results, 2025) 

Figure 3. Visualization of Variable Distribution 
 
Figure 3 shows the histograms for all variables, 

where UHH, RLS, and PKD have right-skewed 

distributions, indicating many residents with low 
values. HLS is close to a normal distribution, 
indicating that most of the population is well-
educated. This condition shows inequality in health 
and income despite good education. 

Figure 4 shows the correlation between the 
variables, where UHH and HDI correlate 0.14 
(weak), HLS and HDI 0.75 (strong), RLS and HDI 
0.65 (medium), PKD and HDI 0.78 (strong), and 
Years and HDI 0.92 (very strong). The most 
substantial relationships with HDI are HLS and PKD, 
while UHH and RLS have weaker but significant 
relationships. 

 
Source: (Research results, 2025) 

Figure 4. Correlation between the variables 
 
Missing data refers to a condition with 

incomplete or empty values in one or more criteria 
[18]. Before prediction begins, preprocessing is 
necessary to remove duplicate data, incomplete 
entries, and correct errors in the dataset [19]. The 
dataset used does not have missing values for all 
variables, so this study's cleaning process is 
unnecessary. In addition, the dataset has no 
duplicate data found on all attributes, so removing 
duplicate data is not required. 

 
Source: (Research results, 2025) 

Figure 5. Boxplot Outlier Data 
 

Data outliers are observations with significant 
absolute residual values relative to other residuals, 
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which may lead to violations of assumptions in the 
regression model [20]. From Figure 5, the y-axis 
shows the attribute values (UHH, HLS, RLS, PKD, 
HDI), with the x-axis showing the examined 
attributes. The visualization results show that there 
are no outliers for all attributes. Therefore, there is 
no need for special handling of outliers in the 
dataset examined using the Interquartile Range 
(IQR) method. 

 
Source: (Research results, 2025) 

Figure 6. Comparison of Feature Selection 
Techniques with MAPE Value 

 
In the modify stage, the first thing to do is 

attribute selection, which aims to reduce data 
dimensions and eliminate irrelevant features, 
improving prediction performance [21]. Based on 
Figure 6, the feature selection technique does not 
affect the MAPE value. Then, the technique chosen 
is domain knowledge because features such as UHH, 
HLS, RLS, and PKD are the primary indicators that 
affect HDI.  

The data normalization process aims to adjust 
the scale of variables in the dataset, ensure a 
uniform range of values, and improve the efficiency 
of analysis and machine learning models [22]. In 
this study, the normalization process uses 
techniques such as Z-score, min-max, and decimal 
scaling to determine the optimal technique for 
predicting HDI. 

 
Source: (Research results, 2025) 

Figure 7. Comparison of Normalization 
Techniques 

From Figure 7, all normalization techniques 
produce the same MAPE value of 0.0031. However, 

the Z-score was chosen because it preserves the 
original data distribution and reduces the influence 
of extreme values [23]. This selection is crucial to 
ensuring prediction consistency and maintaining 
the balanced contribution of each feature in analysis 
and modeling. 

 
Source: (Research results, 2025) 

Figure 8. Comparison of Data Splitting 
Techniques 

 
At this stage, the dataset is divided into two 

parts: training data and testing data. Training data 
is used to build and train the model, while testing 
data is used to measure performance and evaluate 
the accuracy of the trained model. As in Figure 8, the 
dataset is divided into training data and testing data 
using the train-test separation technique, with 
variation ratios such as 90:10, 80:20, 70:30, 60:40, 
50:50, and using k-fold cross-validation. The 
selection of data division techniques is based on the 
lowest MAPE value, where the K-Fold Cross 
Validation approach is the lowest, so this technique 
is chosen for data division in this study. 

In the modeling stage, the prediction model is 
built by applying the KNN ensemble, according to 
Figure 9, which illustrates the workflow of the 
ensemble KNN modeling process, starting from 
dataset preparation, application of ensemble 
techniques (Bagging, Boosting, Stacking), model 
evaluation, and final prediction. The best ensemble 
method is selected based on the lowest MAPE, and 
then the model is applied to make predictions. 

 
Source: (Research results, 2025) 

Figure 9. Experimental Flow of KNN Ensemble 
Technique 
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Source: (Research results, 2025) 

Figure 10. Comparison of Ensemble Technique 
Experiment Results 

 
Figure 10 shows a comparison chart of the 

lowest MAPE value of Boosting, 0.00553, followed 
by Stacking, 0.00663, and Bagging, 0.00693. This 
condition shows that boosting can improve 
accuracy by correcting previous errors, proving 
more effective than this study's other methods. 

After determining the best ensemble 
technique, KNN with the Boosting (Adaboost) 
technique, cross-validation is performed by 
dividing the dataset into 10 folds. Figure 11 shows 
that each sub-image represents one fold, with the 
training data marked by blue dots and the testing 
data by red. Each part of the dataset is used for 
training and testing, providing a thorough 
evaluation of the performance of the KNN ensemble 
model with Boosting (Adaboost). 

 

 
Source: (Research results, 2025) 

Figure 11. The 10-Fold Cross-Validation Result  
 

 
Source: (Research results, 2025) 

Figure 12. MAPE Value for Each Fold and 
Average 

 
Figure 12 displays the MAPE value of each fold, 

where the first fold has the highest value of 0.01014, 
while the ninth fold has the lowest value of 0.0031, 
and the average for all folds is 0.00553, indicating a 
prediction error rate of about 0.55%. The variation 
in MAPE values at each fold reflects fluctuations in 
model performance, but overall, the model shows 
good consistency. These results indicate that the 
KNN ensemble model with Boosting can produce 
predictions with reasonably high accuracy. 

 

 
Source: (Research results, 2025) 

Figure 13. Comparison of Actual and Predicted 
Value 

 
Figure 13 shows the comparison between 

actual values (marked with blue dots) and predicted 
values (marked with red dots) generated by the 
KNN ensemble model with Boosting (Adaboost). 
The horizontal axis represents the data index, while 
the vertical axis shows the measured values. This 
graph shows that the KNN ensemble model is quite 
effective in following the trend of the actual values, 
with most of the predictions being close to the 
actual values. Despite some deviations, the model 
performs well in predicting values with a 
reasonably high level of accuracy. This condition 
indicates that the model is reliable in predicting HDI 
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values, although there is room for further 
improvement to reduce prediction errors. 

 

 
Source: (Research results, 2025) 
Figure 14. Comparison of model evaluation results 

on datasets from other provinces 
 

This study applied the KNN ensemble model to 
datasets from several provinces - Lampung, 
Gorontalo, and Central Java- to assess its 
consistency. Figure 14 shows that all provinces' 
MAPE values remain low, indicating good model 
performance despite data variations. The model 
achieved an MAPE of 0.0058 (K=9) in West Java, 
0.0055 (K=4) in Lampung, 0.0079 (K=6) in 
Gorontalo, and 0.0059 (K=4) in Central Java. These 
results show that the KNN ensemble model remains 
accurate and reliable even when applied to different 
datasets. 

 

 
Source: (Research results, 2025) 

Figure 15. Comparison of KNN Ensemble Model 
with Other Models 

 
At last, the proposed model, compared to all 

baseline models, was trained and evaluated using 
the same dataset and k-fold cross-validation setting 
to ensure fair and unbiased comparison. Figure 15 
compares the performance of the models in 
predicting the HDI value in West Java using MAPE. 
Ensemble KNN has the lowest MAPE of 0.0031, 
followed by Linear Regression with 0.0037 and 
Single KNN with 0.0061. Neural Network has the 
highest MAPE of 0.3382, while Double Exponential 

Smoothing Brown records a MAPE of 0.0618. This 
condition shows that Ensemble KNN with Boosting 
(Adaboost) provides the best prediction and proves 
that the KNN ensemble model performs better than 
others. 

In this comparison model, the architecture 
adopts a feedforward neural network configuration 
designed to model the relationship between five 
input features and the Human Development Index 
(HDI) as the target variable. The network 
architecture consists of an input layer that receives 
five-dimensional input vectors, followed by a first 
hidden layer of 64 neurons. The unique choice of the 
ReLU activation function in this layer is a key factor 
in the model's performance. To mitigate the risk of 
overfitting, a dropout layer with a dropout rate of 
0.2 is applied. The second hidden layer includes 32 
neurons, also utilizing the ReLU activation function, 
and is followed by another dropout layer with the 
same dropout rate. Finally, the network concludes 
with an output layer comprising a single neuron 
with a linear activation function, suitable for 
regression tasks. The model was compiled using the 
Adam optimizer with a learning rate of 0.001. 

The training process of the neural network 
model shows a steady decline in both training and 
validation losses over 100 epochs, indicating 
effective learning. The model reached a final MAPE 
of 0.3382, which suggests moderate predictive 
capability but lower accuracy compared to the 
ensemble model. This is due to the relatively small 
dataset size, where deep learning models generally 
require more data to outperform classical methods 
[24], [25]. The consistent drop in validation loss 
without signs of divergence confirms that the 
applied architecture, including dropout layers and 
moderate depth, was able to generalize reasonably 
well despite not applying early stopping. 

The study results show that the KNN ensemble 
model with Boosting (Adaboost) performs well in 
predicting HDI, as evidenced by the low average 
MAPE based on cross-validation. The consistency of 
the small MAPE values between folds indicates that 
the model has good generalization and does not 
experience overfitting. In addition, the low MAPE 
value in each fold indicates that the model does not 
experience underfitting, so it can provide accurate 
predictions. Compared with previous research 
[11]These results strengthen the finding that 
applying the KNN ensemble can improve prediction 
accuracy. With the lowest MAPE value of 0.31%, this 
model is reliable for predicting HDI.  

AdaBoost generally outperforms bagging and 
stacking in estimation models across various 
domains, particularly in terms of accuracy and error 
reduction [26], [27]. This is because boosting 
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combines multiple weak classifiers into a strong 
classifier by reducing both bias and variance, 
whereas bagging primarily reduces variance by 
averaging independent models, and stacking relies 
heavily on the meta-model's ability to combine base 
learners [28]. 

Although the AdaBoost-KNN ensemble 
demonstrated the best predictive performance 
among the evaluated models, it required 
approximately 2.5 times longer training than the 
single KNN model. This increased computational 
cost is attributed to the sequential training of 
multiple weak learners, where each learner is 
trained to correct the errors of its predecessor [29]. 
Despite the absence of parallelization, this iterative 
approach effectively enhances accuracy by reducing 
bias and variance [30]. 

Nevertheless, the potential computational 
burden associated with the ensemble method was 
mitigated in this study due to the relatively small 
dataset and low feature dimensionality, comprising 
only five input variables. This characteristic 
significantly reduced the training overhead, 
indicating that ensemble techniques such as 
AdaBoost-KNN can still be efficiently implemented 
when applied to structured datasets with simple 
feature spaces [31]. Consequently, the model 
balances prediction accuracy and computational 
efficiency, especially in regression tasks involving 
limited and low-dimensional data. 

 
CONCLUSION 

 
This research has produced a K-Nearest 

Neighbor (KNN) ensemble prediction model with z-
score normalization technique, Adaboost ensemble 
booster method, and the best k value at K=9. This 
KNN ensemble model has an average MAPE value of 
0.0058 or 0.58%, indicating that the model falls into 
the high accuracy category. In addition, by 
comparing this model with several other 
algorithms, namely single KNN, Linear Regression, 
Neural Network, and Double Exponential 
Smoothing, this KNN ensemble model provides the 
best performance. Furthermore, the proposed 
model can be integrated into local government 
dashboards or decision support systems to provide 
dynamic and real-time HDI forecasts. This can assist 
provincial leaders in evaluating the impact of policy 
interventions and reallocating resources more 
effectively. A suggestion for future research is to 
develop the prediction model by adding other 
relevant variables, such as economic indicators, 
poverty rate, and infrastructure, to improve the 
accuracy and generalizability of the model in the 
future. 
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