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Abstract—Most machine learning algorithms tend to yield optimal results when trained on datasets with
balanced class proportions. However, their performance usually declines when applied to data with significant
class imbalance. To address this issue, this study utilizes the Synthetic Minority Oversampling Technique
(SMOTE) to improve class distribution before model training. Several classification algorithms were employed,
including Decision Tree, K-Nearest Neighbors, Logistic Regression, Support Vector Machine, and Random
Forest. Experimental results reveal that the Random Forest model produced the highest accuracy (95.70%)
and the best F1-score, demonstrating a well-balanced trade-off between precision and recall. In contrast, the
Logistic Regression algorithm achieved the highest recall (74.20%), indicating better sensitivity in identifying
positive instances despite a lower F1-score. These outcomes highlight the importance of choosing appropriate
classification methods based on the specific evaluation goals whether prioritizing accuracy, recall, or overall
model balance.

Keywords: classification, imbalanced data, logistic regression, random forest, SMOTE.

Intisari—Sebagian besar algoritma klasifikasi menunjukkan kinerja yang baik pada dataset dengan
distribusi kelas yang seimbang. Namun, kinerja klasifikasi cenderung menurun ketika menghadapi dataset
yang tidak seimbang. Penelitian ini mengatasi permasalahan ketidakseimbangan kelas dengan menerapkan
metode SMOTE (Synthetic Minority Oversampling Technique) untuk menyeimbangkan distribusi data.
Beberapa algoritma klasifikasi diuji, antara lain Decision Tree, K-Nearest Neighbours, Logistic Regression,
Support Vector Machine, dan Random Forest. Berdasarkan hasil pengujian algoritma Random Forest
memperoleh akurasi tertinggi sebesar 95,70% serta F1-score tertinggi, yang mencerminkan keseimbangan
antara precision dan recall. Sementara itu, algoritma Logistic Regression menghasilkan nilai recall tertinggi
sebesar 74,20%, meskipun dengan F1-score yang lebih rendah, yang mengindikasikan kemampuannya dalam
mendeteksi kasus positif meskipun keseimbangan prediksi secara keseluruhan menurun. Temuan ini
menegaskan pentingnya pemilihan algoritma klasifikasi yang disesuaikan dengan tujuan spesifik, apakah
untuk memaksimalkan akurasi, recall, atau keseimbangan prediksi secara keseluruhan.

Kata Kunci: klasifikasi, data tidak seimbang, regresi logistik, random forest, SMOTE.

INTRODUCTION imbalance. The most significantissue in data mining

is class imbalance[1]. When one of the two classes

In many cases, real-time applications hasmore datasamplesthan the other, itis known as
produce enormous amounts of data. Classification the classimbalance problem [2][3].

becomes challenging because to the growing Data is generally a dataset that has an

volume of data, its unbounded size, and its imbalance in class distribution or referred to as a
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dataset with unbalanced classes. Unbalanced data is
data that has a significant imbalance in the number
of samples between one class and another[4][5][6].
In minority class data, errors often occur in the
classification process, therefore optimization is
needed on this data.

Many studies have addressed class
imbalance with several different approaches to
classification algorithms including the Random
Forest Classifier [7], Logistic Regression[5][8],
Decision Tree Classifier, K-Nearest Neighbours, and
Support Vector Machine. Random Forest Classifier
provides good performance results in processing a
large number of datasets [9], [10]. However, similar
research recommends optimizing the Random
Forest Classifier to obtain a more optimal
classification model [11], [12].

In a number of studies, the problem of class
imbalance in data, both unsupervised and
supervised, was overcome through the combined
application of the K-Nearest Neighbors algorithm
and the SMOTE method[13]. This approach is
carried out by producing synthetic samples in
minority classes through SMOTE to improve data
distribution, then using KNN to determine the
proximity relationship between samples to improve
classification accuracy. The results show that the
use of both methods simultaneously can improve
the performance of classification models, especially
in the introduction of minority classes. The
effectiveness of the combination of SMOTE and KNN
is shown through an increase in G-mean and F-
measure values as indicators of model performance
balance [14].

Support Vector Machine algorithm with
some oversampling and undersampling techniques
is also used in the classification of unbalanced
data[15][16]. The use of SVM gives good results,
however, similar studies convey a bias in the
accuracy value due to the smaller AUC and F-
measure values [17][16]. While neglecting or
incorrectly classifying minority samples, the bulk of
classification algorithms concentrate on classifying
majority samples [18]. Rare yet crucial samples in
the data calculation process are known as minority
samples [19][20].

There are many methods available for
unbalanced data classification including algorithmic
approaches and data preprocessing
approaches[21], [22], [23]. Each of these techniques
has advantages and disadvantages. With the data
preprocessing approach, several techniques are
used in the optimization process, including
oversampling the data [24][25]. This research
focuses on data preprocessing techniques with an
oversampling approach.
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Oversampling procedures typically increase
the minority class's proportion in the sample
beyond its initial proportion. Typically, when it
comes to classification modeling, the minority
observations are replicated [24][26]. This study's
methodology is SMOTE oversampling. The SMOTE
or Synthetic Minority Over-Sampling Technique is a
technique that wuses artificially generated or
synthetic data to balance the amount of data from
big classes with minor classes [27][28].

This study uses five algorithms. Decision
Tree, K-Nearest Neighbors, Logistic Regression,
Support Vector Machine, and Random Forest.
Because they represent different approaches to
classification. Logistic Regression is a linear model,
KNN is distance-based, SVM focuses on margins,
Decision Tree is interpretable, and Random Forest
is an ensemble method.

The SMOTE approach is applied to balance
the distribution of data between classes. This
method creates new synthetic samples in minority
classes without changing the existing data patterns.
This technique was chosen because it was able to
maintain the characteristics of the original data
distribution. Unlike many previous studies that
focused mainly on accuracy, this research highlights
recall and Fl-score as more reliable metrics for
imbalanced datasets, especially since accuracy
alone can be misleading when one class dominates
the data.

Most previous studies that applied SMOTE
with classification algorithms have primarily
focused on accuracy as the main evaluation metric
[11(31[25]. However, accuracy alone may be
misleading in imbalanced datasets, and fewer works
have emphasized minority class metrics such as
recall and F1-score [5][6]. This study addresses that
gap by comparing five algorithms with SMOTE on
bankruptcy data, highlighting the trade-off between
accuracy and the ability to detect minority cases
[13][27][28].

MATERIALS AND METHODS

The research method used in this study
adopts an experimental design that aims to compare
classification algorithm models with oversampling
techniques using the SMOTE method on several
algorithms including Decision Tree Classifier,
Logistic Regression, Support Vector Machine, K-
Nearest Neighbors, and Random Forest Classifier.
To provide a clearer understanding of the research
design, Figure 1 shows the process flow scheme
used.
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Figure 1. Research scheme

The Taiwan Economic Journal's bankruptcy
data from 1999 to 2009 was gathered via Kaggle
and used in this analysis [29]. The data set belongs
to the category of unbalanced data.

To get more objective model evaluation
findings, the dataset was divided into two subsets at
the beginning of the study: 70% for training and
30% for testing. Additionally, in order to balance
the sample count between the majority and
minority classes, the SMOTE approach was used to
the training data. Therefore, prior to the training
process, the model can learn from more
representative data.

To address the issue of unbalanced classes in
data, machine learning uses SMOTE, an
oversampling technique [30]. In the SMOTE method,
synthetic data for a minority class is generated
through interpolation between adjacent data points
within the feature space, rather than in the original
data space. This approach allows for the addition of
minority class sample variations without changing
the characteristics of the data distribution [27]. This
technique adds instances of the minority class by
extracting samples of existing minority data using
random samples drawn from the Kk-nearest
neighbour values [31][32]. Thus, SMOTE generates
new synthetic examples that can expand the
decision area of the minority class. The SMOTE
method creates synthetic data by increasing the
quantity of data in the minor class until it equals the

Aceredited Rank 2 (Sinta 2 based on the Decree of the Dirjen Penguatan RisBang Kemenristekdikti
No.225/E/KPT,/2022, December 07, 2022. Published by LPPM Universitas Nusa Mandiri

major class [33]. The k-nearest neighbor value of
the minor class is used to generate the synthetic
data. By creating synthetic data, SMOTE aims to
balance the class data. SMOTE was implemented
with k=5 nearest neighbors, which is the default
parameter widely adopted in previous works
[30][31].

The SMOTE technique is effective in
correcting data imbalances through the addition of
synthetic samples in minority classes. However, the
high similarity between synthetic data and original
data can increase the likelihood of overfitting,
especially in models with complex structures.
Therefore, its application requires careful
consideration to ensure better generalization.
Calculating the distance between data in the
minority data is the first step in the SMOTE process.
Next, the percentage value of SMOTE is determined,
followed by the number of k closest and, finally, the
creation of citation data [24]. These stages are
described in equation 1.

Xsyn = Xi + (Xgnn — Xi) X 8 (1)

With xg,, is the synthesized data to be
generated, x; is the data to be replicated, x,,,,, is data
closest to the data to be replicated and the value of
d is a random value between 0 and 1. After the
training data is balanced by the SMOTE approach,
an evaluation stage is carried out using 10-fold
cross-validation to test the performance and
stability of the classification model. This technique
helps guarantee that the outcomes are not only
reliant on a particular selection of data but also
demonstrate the model's capacity to identify trends
generally throughout the dataset.

Cross-validation is a statistical technique
used to measure how well a model or algorithm is
able to generalize to new data [34]. This process
involves separating the dataset into a training
subset and a test subset, each of which is used to
build and evaluate the model in turn. There are
several cross-validation models, generally a k-fold
validation model is used. K-fold validation is used
because it can reduce computation time[35]. The k
value is the number of iterations used. 10-fold
validation is one of the recommended k-fold
validation for selecting the best model, because it
can provide maximum accuracy estimation [36].

Assessment indicators are very important to
evaluate the performance of any classification
algorithm. There are many classification
assessment indicators including accuracy value,
recall value and F1-score value. Accuracy is the
percentage of target and non-target samples that
are correctly predicted and reflects the ability of
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classifying a portion of sample data (test data) to
determine all samples (train data)[37]. Accuracy
measurement is not influenced by the amount of
data but also by the unbalanced data used. The
accuracy can be measured by equation 2.

TP+TN
TP+FP+TN+FN

Accuracy = x100 @

In binary classification evaluation, each
prediction can be mapped into four possible
outcomes. Positive samples that were correctly
predicted were recorded as TP, while positive
samples that were incorrectly predicted as negative
were represented as FN. For the negative class, the
correct prediction is recorded as TN, while the
incorrect prediction (negative is predicted as
positive) falls into the FP category.

Precision measures the consistency of the
model in producing correct positive predictions
compared to all positive predictions produced.
Meanwhile, recall measures the extent to which the
model is able to detect all positive instances that
actually exist in the dataset. The precission metric is
calculated using equation 4 and recall using
equation 3.

Recall = —~— (3)
TP+FN

TP
TP+FP

Precission = (4)

The F1-score measure balances the model's
ability to locate all available positive data (recall)
and precisely identify positive data (precision) [37].
The F1-score value, which runs from 0 to 1, is
obtained by calculating the harmonic mean
between the two measurements. A higher F1-score
indicates that the model is better able to balance
memory and precision. The calculation formula is
shown in equation (5).

precission * recall
F1 —score = 2 —
precission + recall

Fl-score is frequently employed as the
primary metric in classification with an imbalanced
data distribution because it may evaluate model
performance more fairly than accuracy. Unlike
accuracy, which just calculates the percentage of
true predictions, the F1-score considers the balance
between the majority and minority classes to better
indicate the model's ability to detect a little amount
of data. Fl-score is therefore thought to be more
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representative when assessing model performance
on datasets with class disparity.

RESULTS AND DISCUSSION

This study uses the bankruptcy dataset
obtained from the Kaggle platform as the main data
source. Before the model training process was
carried out, the data was processed using the
SMOTE method to balance the distribution between
classes. After the balancing process is completed,
several classification algorithms are applied to
analyze the oversampling data and measure the
accuracy level of each model. The bankruptcy
dataset consists of 96 columns and 6819 data
records which have a Financially stable data
distribution of 96.77% with 6599 records and
financially unstable of 3.23% with 220 records. The
data is included in the unbalanced dataset category,
so that if classification is carried out, it will produce
a low accuracy value due to the dominance of one
class, namely 96.77%. The data distribution
comparison graph of each class can be seen in
Figure 2.

Class Distributions Count
[0: stable || 1: Unstabla)

(] 1
¥

Source: (Research Results, 2024)
Figure 2. Data class distribution

Of the 96 existing features, there is one
feature, namely the Net income flag column, which
only contains the value 1 across all records. Since
there is no variation in this feature, it does not
provide any discriminative information for
classification and was therefore removed from the
dataset before further processing.

Count plot of categorical features
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Source: (Research Results, 2024)
Figure 3. Categorical features
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Therefore, the "Net income flag" column is
removed from the dataset before the next process.
The next step is to re-sample the training data using
the SMOTE oversampling technique. The data is
split into test and train data, with 70% of the data
being train and 30% being test, before to
resampling. Obtained 4773 train data and 2046 test
data with the number of Financially stable data
classes of 4619 and the number of Financially
unstable data of 154. After re-sampling using
SMOTE, the class distribution becomes the same,
namely with a total data of 4619 for all data classes.
Table 1 presents a comparison of the data before
and after the re-sampling process using the SMOTE
oversampling technique.

Table 1. Data train with SMOTE

Label (y) row data row data with SMOTE
0 4619 4619
1 154 4619

Source: (Research Results, 2024)

After the re-sampling process, balanced data
is obtained which is ready for the next process. The
next stage is to train data using several algorithms,
namely Logistic Regression, Decision Tree, K-
Nearest Neighbours, Support Vector Machine, and
Random Forest Classifier with testing using cross
validation. Training is carried out with a total of 10
iterations on cross validation to find out the
comparative results of each algorithm trained.

Table 2. Data train with SMOTE

. Accuracy Accuracy cross- Accuracy
Algorithm train validation test
Decision Tree 99,90% 95,60% 93,90%

K-Nearest

Neighbors 100,00% 94,20% 90,40%
Logistic

Regression 89,70% 89,60% 88,30%
Support

Vector

Machine 96,40% 95,70% 92,70%
Random

Forest 100,00% 98,00% 95,70%

Source: (Research Results, 2024)

The training process on SMOTE oversampling
data is carried out on each algorithm that will be
compared. The first training was carried out on the
Logistic Regression algorithm, the training accuracy
value was 89.70%, the cross-validation accuracy
value was 89.60%, and the testing accuracy result
was 88.30%. Then, Decision Tree showed
performance improvements with 99.90% training
accuracy, 95.60% cross-validation, and 93.90%
testing. The K-Nearest Neighbors (KNN) model gave
very high results in training with 100% accuracy,
but decreased slightly in validation and testing with
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scores of 94.20% and 90.40%. Furthermore, the
Support Vector Machine (SVM) produces 96.40%
training accuracy, 95.70% validation, and 92.70%
testing. Meanwhile, Random Forest showed the
most optimal performance with 100% training
accuracy, 98.00% cross-validation, and 95.70%

testing.

K-Nearest
Neighbours

102,00%
100,00%
98,00%
96,00%
94,00%
92,00%
90,00%
88,00%
86,00%
84,00%
82,00%

Support Vector Random Forest
Machine

Logistic Decision Tree

Regression

W Accuracy train

Source: (Research Results, 2024)
Figure 4. Training data comparison graph

Accuracy cross-validation Accuracy test

The number of iterations in the train cross
validation process is 10 times. Table 2 and Figure 4
show a comparison of the training result values of
several algorithms compared. From the
comparison, it can be seen that the K-Nearest
Neighbors and Random Forest algorithms reached
100% for the training accuracy value, while the
highest cross validation accuracy value was
achieved by the Random Forest algorithm.
Furthermore, after the data is trained on each
algorithm, it is continued by predicting the test data.

Table 3. Test results

Algorithm Accuracy  Precision  Recall F1 score
Logistic 88.30% 18.10%  74.20%  29.10%
Regression

Decision Tree 93.90% 25.66% 47.00%  33.20%
K-Nearest 90.40% 17.40%  53.00%  26.20%
Neighbors

Support Vector 92.70% 22.38%  51.50% 31.20%
Machine

Random Forest  95.70% 37.87% 50.00%  43.10%

Source: (Research Results, 2024)

The first test with the Logistic Regression
technique yielded an accuracy of 88.30%, recall of
74.20%, and F1-score of 29.10%. The Decision Tree
approach performed better in further tests, with an
accuracy of 93.90%, a recall of 47.00%, and an F1-
score of 33.20%. In contrast, the K-Nearest
Neighbors (KNN) algorithm achieved an accuracy of
90.40%, recall of 53.00%, and F1-score of 26.20%.
The test results for the Support Vector Machine
(SVM) revealed an accuracy of 92.70%, recall of
51.50%, and F1l-score of 31.20%. The Random
Forest algorithm, which was used in the last test,
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produced the highest accuracy of 95.70%, recall
50.00%, and F1-score of 43.10%.

120,00%
100,00%

80,00%

60,00%
0,00%

40,00%
20,00%

K-Nearest
Neighbours

Logistic Decision Tree

Regression

Support Vector Random Forest
Machine

|lAccuracy Recall Flscore|

Source: (Research Results, 2024)
Figure 5. Accuracy comparison chart

The number of iterations in the cross-
validation testing process is 10 times. Table 3 and
Figure 5 show a comparison of the test result values
of several algorithms compared. From this
comparison, Random Forest has the highest
accuracy of 95.70% with a recall value of 50.00%,
while the highest recall value is Logistic Regression
with a value of 74.20% with an accuracy value of
88.30%. This shows that Logistic Regression is able
to find most of the data from the actual data class.

Learning curve

—+— Taining accuracy
100 1 ==~ Validation accuracy

=
o
[l

Accuracy
=
(Y=}
[=]

= r 1

0.85 -

0.80

500 SS00 6000 600 7000 7500 8000
Number of training examples
Source: (Research Results, 2024)
Figure 6. Learning curve of Logistic Regression
algorithm

Figure 6 shows the performance of the
training dataset on the Logistic Regression
algorithm. The model experiences overfitting on a
fairly small amount of data. This can be seen from
the considerable difference in model performance
between the training data and the testing data at a
small amount of data. After the amount of data
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reaches around 6500, the performance difference
between the training data and the testing data starts
to shrink and the two curves start to show a flatter
trend. This shows that the model is good enough to
predict the new data and does not experience
overfitting anymore.

The Random Forest algorithm was proven to
provide 95.70% accuracy, higher than the accuracy
value achieved by other algorithms in this test, the
Random Forest algorithm is able to predict data
with a high level of accuracy. However, the recall
value of the Random Forest algorithm is only
50.00%, which means that this algorithm is less
effective in finding most of the data from the actual
data class. Meanwhile, the Logistic Regression
algorithm has the highest recall value with a value
of 74.20%, which shows that this algorithm is able
to find most of the data from the actual data class.
Despite having a slightly lower accuracy value
compared to the Random Forest algorithm, which is
88.30%, the Logistic Regression algorithm remains
a good choice for some types of classification
problems.

However, it should be noted that the Logistic
Regression algorithm's learning curve shows signs
of overfitting at a fairly small amount of data. This
suggests that the model may not have reached its
peak, and it is still possible to optimize it with other
methods to get even better accuracy values.
Therefore, to improve the performance of the
Logistic Regression model, better optimization and
parameter adjustment are required. Furthermore,
potential overfitting issues are not limited to
Logistic Regression. The Decision Tree and K-
Nearest Neighbors algorithms achieved extremely
high training accuracies (99.90% and 100%,
respectively) but considerably lower test accuracies
(93.90% and 90.40%). This discrepancy suggests
that both models may have memorized the training
data rather than generalized effectively, which is a
known limitation of high-variance classifiers such
as decision trees and instance-based methods like
KNN.

The results indicate that high accuracy does
not always reflect good performance in imbalanced
datasets. Random Forest reached the highest
accuracy but had low recall, while Logistic
Regression achieved the highest recall despite
lower accuracy. These differences stem from the
characteristics of each algorithm, such as overfitting
in Decision Trees or robustness in ensemble
methods. However, since no statistical significance
test was conducted, the claim of “highest accuracy”
or “highestrecall” should be viewed with caution, as
the differences between algorithms may not be

statistically meaningful.
BY NC
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CONCLUSION

With an accuracy of 95.70% and a recall of
50.00%, Random Forest appears as the algorithm
with the best performance in the experiments that
have been conducted. These results show that the
algorithm is superior to other algorithms tested.
Meanwhile, the Logistic Regression algorithm
obtained the highest recall value of 74.20%, with an
accuracy of 88.30%. These results indicate that
Logistic Regression is more effective in identifying
most of the actual positive cases in the dataset.
However, the learning curve analysis shows that the
Logistic Regression model tends to experience
overfitting when trained on a relatively small
amount of data. Despite this, the model has not yet
reached its optimal performance, suggesting that
further optimization or the use of alternative
methods may improve its accuracy and overall
performance. Future research can try ensemble
methods, cost-sensitive approaches, or deep
learning models, and should use multiple datasets
with statistical significance testing to make the
results more reliable.
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