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Abstract— House price predictions are an important thing in the property industry and are useful for buyers 
in making decisions. Principal Component Analysis (PCA) and Random Forest (RF) methods were used for 
accuracy analysis in predicting housing prices. Purpose of this research is to measure the accuracy of both 
methods also to compare RF method optimized with PCA and the one that has not been optimized.  The data 
used is house prices in Karanganyar city based on data scraping results on the rumah123.com site. The analysis 
reveals that Jaten has the highest number of house sales, and sales of houses with land ownership certificates 
are also the highest. Of the 10 variables used, land area and buildings have the most influence on selling prices. 
The model training results show that the RF and PCA methods combination has more optimal value than only 
using the RF method. The error rate of the PCA method is smaller, averaging 0.0257, making its value more 
consistent than using only the RF method, which has a larger error value with an average of 0.0332. The model 
training time using PCA is faster (5005.75) than only using the RF method (6099.25). 

 
Keywords: housing, PCA, prediction, price, random forest. 
 
Intisari— Prediksi harga rumah merupakan hal penting dalam industri properti dan berguna bagi pembeli 
dalam mengambil keputusan. Metode Principal Component Analysis (PCA) dan Random Forest (RF) 
digunakan untuk analisis akurasi dalam memprediksi harga perumahan. Tujuan penelitian ini untuk 
mengukur akurasi kedua metode juga membandingkan metode RF yang sudah dioptimalkan dengan PCA 
dan yang belum. Data yang digunakan adalah harga rumah di kota Karanganyar berdasarkan hasil scraping 
data pada situs rumah123.com. Hasil analisis menunjukkan bahwa wilayah Jaten merupakan wilayah 
dengan jumlah penjualan rumah tertinggi, dan penjualan rumah yang memiliki sertifikat hak atas tanah juga 
merupakan yang tertinggi. Dari 10 variabel yang digunakan, luas tanah dan bangunan memiliki pengaruh 
paling besar terhadap harga jual. Hasil pelatihan model menunjukkan bahwa kombinasi metode RF dan PCA 
memiliki nilai yang lebih optimal daripada hanya menggunakan metode RF. Tingkat kesalahan pada metode 
PCA lebih kecil, dengan rata-rata 0,0257, sehingga nilainya lebih konsisten daripada hanya menggunakan 
metode RF, yang memiliki nilai kesalahan lebih besar dengan rata-rata 0,0332. Waktu pelatihan model 
menggunakan PCA lebih cepat (5005,75) dibandingkan hanya menggunakan metode RF (6099,25). 
 
Kata Kunci: perumahan, PCA, prediksi, harga, hutan acak. 
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INTRODUCTION 
 

Property is a unique product that cannot be 
contrasted with other commercial products due to 
two pricing conditions [1]. Property pricing is one of 
the crucial aspects in property development 
activities considering as it will affect the profit 
margin gained by developers and property 
purchasing decisions [2]. First, the conditions 
provided by the product are natural conditions 
inherent to the product, including aspects such as 
property location, landforms, physical condition, 
and natural resources. Second, conditions created 
by property developers to increase product value, 
such as facility development, security features, 
gateless access, and design [3] [4]. As a pricing 
strategy, property developers often incorporate 
relevant property development costs and 
established profit margins into the sales price [5]. 

Residential property prices rise annually, 
influenced by various factors such as location, lot 
size, facilities, and other considerations [6]. 
Therefore, house price prediction is an important 
aspect of the property industry and is useful for 
buyers in making decisions [7]. A system or 
mechanism is needed that can predict future house 
prices. One such mechanism is machine learning, 
which can improve and predict house prices with a 
high degree of accuracy [8]. For years, house price 
prediction has been a major research topic, as 
housing demand continues to skyrocket. It is crucial 
to develop an appropriate framework that enables 
buyers and sellers to make swift decisions 
regarding buying or selling property [9]. 

Machine learning is a method of data analysis 
for the automation of construction in analytical 
models [10]. Machine learning is a branch of 
artificial intelligence and is based on the idea that a 
system can learn from data, identify patterns on its 
own, and make decisions with minimal human 
intervention [11]. Alongside big data and high-
performance computing, machine learning has 
developed to build new opportunities in various 
operational contexts for explaining, measuring, and 
acquiring data-intensive processes [12]. Random 
forest is one of the machine learning models 
commonly used for classification and forecasting 
[13]. To train machine learning algorithms and 
artificial intelligence models, it is essential to have a 
large amount of high-quality data for effective data 
collection [14]. System performance data is crucial 
for refining algorithms, improving software and 
hardware efficiency, evaluating user behavior, 
enabling pattern identification, decision-making, 
predictive modeling, and troubleshooting, 
ultimately leading to increased effectiveness and 

accuracy [15] [16]. Principal Component Analysis 
(PCA) is one of method for reducing dimensionality 
in a data set, and can increase interpretability 
without losing a lot of information [17]. This can be 
achieved by creating new covariates that are not 
related to each other. Finding these new variables, 
or what we call principal components, will reduce 
the problem of solving for eigenvalues or 
eigenvectors [18]. PCA can be considered an 
adaptive data analysis technology because the 
variables are developed to adapt to different data 
types and structures [19]. 

The results of previous studies that also used 
the random forest method made an analysis for 
predicting house prices in the city of Surabaya. The 
purpose of this study was to determine the fairness 
of property prices, whether the price is below or 
above the market or according to market prices. 
Several trials were conducted to achieve high 
prediction values; the highest prediction value was 
achieved using 80% of the data set for training and 
20% of the data set for testing. The classifier using 
the random forest method produced the highest 
accuracy and F1 score, 88%, among all other 
classification methods. With this accuracy, it is 
hoped that homeowners can find out whether the 
previously determined price is too low, average, or 
high [20]. Other similar studies develop a web-
based system to predict the selling price and 
purchase price of two types of houses, namely urban 
houses and rural houses. The development of the 
system uses or follows the construction stages in 
machine learning, and the Rational Unified Process 
methodology. The developed system can generate 
price predictions from the location and several 
home facilities desired by prospective consumers. 
The system accuracy test by 10 experts in the field 
of machine learning and property entrepreneurs 
using linear regression produced a value of 4.88 out 
of 5, so the accuracy is very high [21]. 

There were several differences among the 
three previous studies, including the methods that 
were utilized and the procedure for testing 
accuracy. In this study, the PCA and RF methods 
were used to determine the house price prediction. 
From the two methods used, an analysis was 
conducted on their accuracy in predicting house 
prices and to determine the effect of using PCA in 
optimizing the RF method. This research utilized 
data on Karanganyar house prices, which was 
scraped from the rumah123.com website. PCA 
method was a suitable choice as it reduced variable 
complexity, which in turn accelerated the 
computation time. In PCA, eigenvectors represent 
principal components direction, and eigenvalues 
indicate the amount of variance. By choosing 



 

 

VOL. 11. NO. 2 NOVEMBER 2025. 
 . 

DOI: 10.33480/jitk.v11i2.7256. 
 

  

355 

principal components with the largest eigenvalues, 
data's dimensions can be reduced for easier 
analysis. From the two methods used, an analysis 
was carried out for accuracy in generating house 
price predictions and to determine the effect of 
using PCA in optimizing the RF method. The data 
collected and used as research material are house 
prices in Karanganyar city based on data scraping 
results from rumah123.com site. PCA is very 
suitable for data exploration and dimensionality 
reduction, while RF is a powerful prediction 
algorithm. Using PCA as a preprocessing step for RF 
can provide a balance between computational 
efficiency and accuracy, especially when dealing 
with high-dimensional data [22]. 

 
MATERIALS AND METHODS 

 
The research stages, starting from data 

collection to generating house price predictions, are 
shown in Figure 1. 

 

 
Source: (Research Results, 2025) 

Figure 1. Research Flow Diagram 

 
Figure 1 illustrates in more detail that the 

exploratory data analysis phase involves the 
process of data acquisition, variable description, 
addressing outliers and missing data, as well as 
conducting univariate and multivariate analysis. 
Some of the processes included in data preparation 
are data encoding, dimensionality reduction using 
PCA, splitting the dataset, and data normalization. 

Data in this study was obtained by scraping 
the rumah123.com site for house sales in 
Karanganyar city. The dataset consists of 6,130 
rows and 10 columns. There are ten columns or 
variables presented as in table 1. 

Table 1. Dataset Description 
Coloum Data type Description 

jml_kt float Total bedrooms 
jml_km float Total bathrooms 
luas_tn float land area (square meters) 
address object house address or location 
large_bg Float building area (square meters) 
certificate object land certificate 
interior object interior type 
garage float garage size 
electric float electric voltage (watts) 
price float house price 

Source: (Research Results, 2025) 
 
Exploratory Data Analysis (EDA) is part of 

the data understanding process, which consists of 
five stages: data acquisition, data identification, 
handling outliers and missing values, univariate 
analysis, and multivariate analysis. The 
Interquartile Range (IQR) method is a way to detect 
outliers, which explains that outliers are values that 
fall outside the range from Q3 to Q1 (the 
interquartile). Therefore, the equation to find the 
IQR is: 

𝐼𝑄𝑅 = 𝑄3 − 𝑄1                                   (1) 
[23] 

The data preparation stage is data encoding, 
which is changing the data category into numeric. 
Next step is the dimension reduction process with 
PCA, then separating data into training and testing 
data. Next process is the RF method by carrying out 
a normalization process to change the dataset scale 
to approach a normal distribution [24]. 

There are five steps in PCA: 
1.  Data Normalization: data must have a scale in a 

uniform form so that comparing between 
features is not affected by differences in scale. 

2.  Knowing the covariance by calculating the 
variance and correlation between features that 
are already in normal form with the formula: 

var(A1) =
∑ (xi−x̅)n

i=1

(n−1)
                           (2) 

 

cov(A1, A2) =
∑ (xi−x̅)(yi−y̅)n

i=1

(n−1)
                     (3) 

3. Calculate eigenvectors and eigenvalues using the 

formula: 

Cv =  v                                                  (4) 
[25]. 
4.  Select the eigenvector that has the largest 

variance and data projection. 
5. Data projection: Data can be compressed by 

projecting data into spatial subspaces defined by 
principal components. 

0.75 random data samples will be taken to be 
used as a tree, in order to form several more trees 
to create a forest. From that data, the most 
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important variable (VI) is sought, which is affected 
by the out-of-bag (OOB) value [26]. An formula for 
calculating OBB is: 

errOBB =
1

n−z
 ∑ (yi − y̅i)

2n−z
i=1              (5) 

n= observation data 𝑦𝑖= i-th data 
z= sample  ŷ𝑖= i-th prediction 

 

VI (𝑥𝑗) =
1

2
∑ 𝑒𝑟𝑟𝑂𝐵𝐵𝑡

𝑗
− 𝑒𝑟𝑟𝑂𝐵𝐵𝑖

𝑠
𝑡      (6) 

[27] 
 

 
Source: (Research Results, 2025) 

Figure 2. Random Forest Method Flowchart 
 

1.  The input data is then split into a training set and 
a testing set. 

2. The training data enters the bagging or 
bootstrap aggregation stage to create training 
data samples that are different from the others. 

3. The model used to train each sample using the 
decision tree algorithm. 

4. The trained models will be tested with the test 
data. Because an ensemble learning system 
works with several methods that cooperate to 
perform its function, the results of each model 
will be averaged for regression cases, and for 
classification cases, the most frequent mode 
value will be used. 

The next step is to evaluate the regression 
model by determining the error, which is the 
difference between the actual values and the 
predicted values. The RMSE equation is calculated 
repeatedly for all the data using the following 
equation: 

RMSE = √
∑ (At−Ft)2n

t=1

n
                               (7) 

[28] 
 

RESULTS AND DISCUSSION 
 
This study utilized data extracted via web 

scraping from the rumah123.com website, focusing 
on house sales in Karanganyar. 

Table 2. Dataset 
bedr
oom 

bathro
om 

surfac
e area 

price /meter address 
buildin
g area 

certificat
e 

interior 
gara

ge 
electricit

y 
price 

5 2 136 26000000 
Plesunga

n 
110 SHM Partial 2 1300 2,90000E+08 

2 1 124 31000000 
Mojoson

go 
95 SHM without 1 1300 2,96500E+08 

3 1 117 24000000 Degan 110 SHM partial 1 1300 2,68000E+08 
4 2 70 22000000 Cengklik 70 SHM complete 1 900 2,31500E+08 

4 1 90 26700000 
Plesunga

n 
80 SHM without 1 1300 2,17600E+08 

Source: (Research Results, 2025) 
 

In univariate analysis, there are three types 
of data that have categorical properties, namely 
address, interior, and certificate. 

 
Source: (Research Results, 2025) 

Figure 3. Location Field 

 
From Figure 3, it can be seen that Jaten area 

has the highest number of house sales, 849 or 
35.3%, while Kebak Kramat area has the lowest 
number of sales, only 3.4% or 82. 

 
Source: (Research Results, 2025) 

Figure 4. Certificate Field 
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From Figure 4, it can be seen that the 
number of houses sold that have a freehold 
certificate (SHM) is the highest, 2234 or 92.9%, and 
houses with AJB certificates has the lowest number 
of sales, only 0.4% or 10. 

 

 
Source: (Research Results, 2025) 

Figure 5. Interior Field 

 
From Figure 5, it is known that the most 

houses without interiors were sold, with a total of 
1814 (75.5%), while the fewest were houses with 
complete interiors, with a total of 133 (5.5%). 
 

 
Source: (Research Results, 2025) 

Figure 6. Location Field 
 
In Figure 6, it can be seen that the graph 

decreases as total of samples increases, so the 
increase in house prices is proportional to the 
decrease in houses or samples total. 

Multivariate Analysis is useful for finding out 
the relationship between 2 or more variables used 
in this research. 

 

 
Source: (Research Results, 2025) 

Figure 7. Average Price Relative to Location 
 

In Figure 7, it can be seen that the average 
price in the three locations: Jaten, Wonorejo, and 
Kebak Kramat, is around 1.3 billion Rupiah. 
Colomadu is the location with the highest average of 
2.4 billion Rupiah. 
 

 
Source: (Research Results, 2025) 
Figure 8. Average Price Relative to Certificate Type 
 

The average price for the type of house 
certificate that has SHGB and SHM is more popular. 

 
Source: (Research Results, 2025) 

Figure 9. Average Price Relative to Interior 
Completeness 

 
The average price for interior equipment is 

clear which has the highest price complete interior. 
 

 
Source: (Research Results, 2025) 

Figure 10. Numerical Feature Matrix Correlation 
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From Figure 10, it can be explained that there 
are two variables that have the most influence on 
housing prices, namely land area and building area. 
Garage is the variable that has the least influence or 
the lowest correlation to price. 

Categorical data is converted into numerical 
data. Categorical data is converted into new 
variables. There are 5 types of address variables, 3 
types of interior and 3 types of certificate types, so 
based on the value of this variable there are 11 new 
variables with values 0 and 1. The converted data is 
presented in Table 3. 
 

Table 3. Dataset After Conversion 
Variable Type Data Type 

total bed room fitur Float 
total bath room fitur Float 
land area fitur Float 
price per meter fitur Float 
cut_jaten  fitur Float 
cut_wonorejo fitur Float 
cut_colomadu fitur Float 
cut_tasikmadu  fitur Float 
cut_kebakkramat fitur Float 
building area fitur Float 
cut_shgb fitur Float 
cut_ajb fitur Float 
cut_shm fitur Float 
cut_without interior fitur float 
cut_ full interior fitur Float 
cut_ not full interior fitur Float 
electricity fitur Float 
price target Float 

Source: (Research Results, 2025) 
 

At this stage it is divided into three reduction 
processes, namely to reduce location features, 
certificate type features and interior completeness 
features. From each feature reduction there is a data 
normalization process, calculating variance and 
covariance values, calculating eigenvectors and 
eigenvalues, and finally data projection. This article 
presents one process of location features which is  
running program result. 

 

 

 
Source: (Research Results, 2025) 

Figure 11. Location Feature Variance and 
Covariance Values 

 

 
Source: (Research Results, 2025) 

Figure 12. Location Feature Vector Eigen Values 
 
After knowing an eigenvector values, they 

are sorted in descending order. The largest 
eigenvalue has the highest information that will be 
used as a basis for data reduction. An information 
proportion of location feature is: (0.428, 0.311, 0.24, 
0.03, 0). Table 4 presents some of location feature 
reduction results. 
 

Table 4. Location Feature Reduction Values 
id location id location id location 

1 -0.6405 10 -0.24715 19 -0.31396 
2 -0.24715 11 -0.24715 20 -0.31396 
3 0.701776 12 0.701776 21 0.701776 
4 0.701776 13 -0.31396 22 -0.6405 
5 0.701776 14 -0.6405 23 -0.31396 
6 0.701776 15 0..701776 24 -0.6405 
7 0.701776 16 0.701776 25 -0.6406 
8 0.701776 17 -0.31396   
9 -0.24715 18 -0.31396   

Source: (Research Results, 2025) 
 

Normalization is a stage to change existing 
values into values in the range 0-1. Table 5 is the 
result of normalization of some existing data. 
 

 
Table 5. Normalization Results 

Price Bed room Bath room Land area Price/meter Building area Electricity Location Certificate 
0.536 0.625 1 0.649 0.430 0.947 0.574 0 0 
0.134 0.125 0.200 0.181 0.360 0.124 0.279 0.287 0 
0.268 0.125 0.200 0.193 0.727 0.124 0.279 1 0 
0.089 0.250 0 0.147 0.282 0.124 0.279 1 0 
0.071 0.125 0 0.147 0.215 0.082 0.279 1 0 
0.089 0.250 0 0.147 0.282 0.124 0.279 1 0 
0.081 0.125 0 0.13 0.184 0.093 0.279 1 0 
0.223 0.500 0.400 0.274 0.412 0.420 0.574 0.287 0 
0.107 0.125 0 0.209 0.237 0.124 0.279 0.287 0 
0.143 0.250 0.200 0.186 0.378 0.146 0.279 0.287 0 
0.263 0.125 0.200 0.227 0.605 0.156 0.539 1 0 
0.509 0.500 0.400 0.578 0.460 0.631 0.279 1 0 
0.500 0.750 0.800 0.397 0.675 0.578 1 0.281 0 

Source: (Research Results, 2025) 
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This research results are the price 
predictions results using the RF method only and 
price predictions from the results of two methods, 
namely RF and PCA. From the comparison of the two 
results, the accuracy of combining the two methods 
in determining house price predictions can be seen. 
PCA is used to reduce location and certificate 
variables. 

To test and compare the two methods, the 
RMSE matrix was used using equation 7. In this 
study, testing was carried out with four iterations, 
the results of which are presented in table 6. 
 
Table 6. Comparison Test Results of Two Methods 

Iteration 
PCA and RF RF 

Error Time Error Time 

100 0.027 527 0.032 657 
500 0.026 2562 0.033 3047 

1000 0.025 5348 0.034 6996 
1500 0.025 11586 0.034 13697 

Average 0.0257 5005.75 0.0332 6099.25 

Source: (Research Results, 2025) 
 

 
Source: (Research Results, 2025) 

Figure 13. RMSE Results Graph 
 
As shown in Figure 13, the RMSE testing 

indicates that the error value is 0.032 at 100 
iterations. It increases slightly to 0.033 at 500 
iterations, and then to 0.34 at both 1000 and 1500 
iterations. 

 
Source: (Research Results, 2025) 

Figure 14. Model Training Time 
 
From Table 5 and Figure 14, it can be 

explained that the RF method training time in one 
iteration is: 100 takes 657 milli seconds, 500 takes 

3047 milli seconds, 1000 takes 6996 milli seconds, 
1500 takes 13697 milli seconds. For PCA and RF in 
one iteration it is found: 100 takes 527 milli 
seconds, 500 takes 2562 milli seconds, 1000 takes 
5348 milli seconds and 1500 takes 11586 milli 
seconds. Based on testing using RF and PCA, the 
error rate is smaller and has a more consistent value 
with an average of 0.0257. Testing only using RF 
(without PCA) has a higher error rate with an 
average of 0.0332. The PCA model produces a faster 
average training time of 5005.75, for without PCA 
the average time is 6099.25. 

 
CONCLUSION 

 
Based on the analysis, it is concluded that 

house sales are highest in the Plesungan area, and 
homes with freehold title certificates are also the 
most sold. Based on the ten facilities or variables, 
the analysis concluded that land area and building 
area are the most influential factors on the selling 
price, while electricity is the least significant 
variable, possessing the lowest correlation value. 

The training results indicate that the 
integration of the random forest and PCA methods 
produces more optimal outcomes than using the 
random forest method alone. Testing with the PCA 
method resulted in a smaller and more consistent 
error rate, with an average of 0.0257, compared to 
the random forest method alone, which had a higher 
error rate, averaging 0.0332. The training time for 
the PCA model was faster (5005.75) compared to 
the random forest method alone (6099.25). 
For subsequent research, it is necessary to use a 
dataset from another source or another region in 
Indonesia with more variables and a larger dataset. 
The use of other comparison methods such as 
XGBoost or Gradient Boosting is also needed to 
further assess performance. 
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