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Abstract— This study presents a comparative evaluation of transformer-based models and traditional 
machine learning approaches for automated resume classification—a key task in optimizing recruitment 
workflows. While traditional approaches like Support Vector Machines (SVM) with TF-IDF demonstrated the 
highest performance (93.26% accuracy and 95% F1-score), transformer models such as DistilBERT and 
RoBERTa showed competitive results with 93.27% and 91.34% accuracy, respectively, and fine-tuned BERT 
achieved 84.35% accuracy and an F1-score of 81.54%, indicating strong semantic understanding. In contrast, 
Word2Vec + LSTM performed poorly across all metrics, highlighting limitations in sequential modelling for 
resume data. The models were evaluated on a curated resume dataset available in both text and PDF formats 
using accuracy, precision, recall, and F1-score, with preprocessing steps including tokenization, stop-word 
removal, and lemmatization. To address class imbalance, we applied stratified sampling, macro-averaged 
evaluation metrics, early stopping, and simple data augmentation for underrepresented categories. Model 
training was conducted in a PyTorch environment using Hugging Face’s Transformers library. These findings 
highlight the continued relevance of traditional models in specific NLP tasks and underscore the importance 
of model selection based on task complexity and data characteristics. 

 
Keywords: bert, nlp, resume classification, transformers model 
 
Intisari— Studi ini menyajikan evaluasi komparatif antara model berbasis transformer dan pendekatan 
machine learning tradisional untuk klasifikasi resume secara otomatis—sebuah tugas penting dalam 
mengoptimalkan alur kerja rekrutmen. Pendekatan tradisional seperti Support Vector Machines (SVM) 
dengan TF-IDF menunjukkan performa tertinggi (akurasi 93,26% dan F1-score 95%), sementara model 
transformer seperti DistilBERT dan RoBERTa memberikan hasil kompetitif dengan akurasi masing-masing 
93,27% dan 91,34%. BERT yang telah difine-tune mencapai akurasi 84,35% dan F1-score 81,54%, 
menunjukkan pemahaman semantik yang kuat. Sebaliknya, Word2Vec + LSTM menunjukkan performa rendah 
di semua matrik, menyoroti keterbatasan dalam pemodelan sekuensial untuk data resume. Evaluasi dilakukan 
pada dataset resume yang telah dikurasi dan tersedia dalam format teks serta PDF, menggunakan metrik 
akurasi, presisi, recall, dan F1-score, dengan tahapan pra-pemrosesan seperti tokenisasi, penghapusan 
stopword, dan lemmatisasi. Untuk menangani ketidakseimbangan kelas, digunakan stratified sampling, 
metrik evaluasi rata-rata makro, early stopping, dan augmentasi data sederhana untuk kategori yang kurang 
terwakili. Pelatihan model dilakukan dalam lingkungan PyTorch menggunakan pustaka Transformers dari 
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Hugging Face. Temuan ini menegaskan relevansi model tradisional dalam tugas NLP tertentu dan pentingnya 
pemilihan model berdasarkan kompleksitas tugas dan karakteristik data. 

 
Kata Kunci: bert, nlp, klasifikasi lanjutan, model transformer 
 

INTRODUCTION 
 

The explosive popularity of online 
recruitment platforms has also resulted in 
information overload for each job posted to the 
platform, and manual candidate screening becomes 
a time-consuming and error-prone job. Resume 
categorization has become essential to help HR 
departments match appropriate candidates on time, 
per the requirements. Simple machine learning 
techniques, like SVM, were found to have 
competitive accuracy in [3] [8], especially with the 
powerful feature extraction methods such as TF-IDF 
[2]. Nonetheless, such shallow models are typically 
insufficient to represent the semantic richness and 
context relationship between words for resume 
text, as required by complex classification needs. 

The rapid development of NLP and deep 
learning has brought more advanced approaches 
into play. Convolutional structure with positional 
encoding, as we know, such convolutional models 
are applied on sequences with position information, 
followed by transformers. Transformer-based 
models, BERT [11], RoBERTa [15], and DistilBERT 
[14], have shown better contextual semantic 
understanding. James et al. [5] demonstrated the 
effectiveness of transformers in resume shortlisting 
and ranking, and Huseyinov et al. [6] utilized RNN 
incorporating cosine similarity for resume 
recommendation, which further underlines the 
significance of sequential data modeling. 
Furthermore, the Hugging Face Transformers 
library [13] enabled fine-tuning pre-trained models 
at a practical scale for HR systems. 

The emergence of generative AI has further 
expanded the possibilities in resume classification. 
Skondras et al. [1] leveraged ChatGPT to rapidly 
create classification datasets, addressing data 
scarcity challenges. Meanwhile, empirical 
evaluations of Large Language Models (LLMs) [9] 
have shown promising results in handling resume 
content directly. Complementary studies have 
explored optimization techniques such as genetic 
algorithms [7] and NLP-driven screening pipelines 
[10], reinforcing the relevance of intelligent systems 
in recruitment. Despite these innovations, few 
studies have systematically compared transformer 
models with traditional approaches using curated 
resume datasets. This research contributes to the 
field by (1) performing a comprehensive evaluation 
of five models—SVM (TF-IDF), Word2Vec + LSTM 

[16][18], BERT, DistilBERT, and RoBERTa—on a 
curated resume dataset processed with NLP 
techniques [17]; (2) implementing a fine-tuning 
pipeline using Hugging Face’s framework to adapt 
transformer models for resume classification; and 
(3) analyzing model performance across multiple 
metrics to identify the most effective approach for 
automating resume categorization. The objective is 
to enhance recruitment efficiency, reduce bias, and 
improve candidate-job matching accuracy through 
deep contextual understanding. 
 

MATERIALS AND METHODS 
 

This section presents an approach for 
resume categorization, covering datasets, data 
preparation, text preprocessing, feature 
engineering, dataset splitting, model selection, 
training, and evaluation. Our approach processed 
PDF resume text to extract meaningful features, 
ensuring the dataset's readiness for the proposed 
model. Our methodology outlines each step, from 
initial data loading and cleaning to the final model 
evaluation of unseen data, providing a clear 
understanding of the entire classification pipeline. 

Figure 1 illustrates the complete workflow of 
the proposed resume classification system, 
encompassing environment setup, data 
preprocessing, model construction, and evaluation. 
The training configuration includes a batch size of 
32, a learning rate of 2e-5, an AdamW optimizer, 
and early stopping based on validation loss. 
Evaluation metrics use macro-averaged F1 scores to 
account for class imbalance. The use of TF-IDF for 
initial feature extraction is supported by [3], while 
BERT tokenization follows the approach in [11]. 

A. Environment 

The experiments were conducted using 
Python 3.10 and PyTorch 2.0. The Hugging Face 
Transformers library was used for model 
implementation and training. The system was run 
on a Google Colab Pro environment equipped with 
an NVIDIA Tesla T4 GPU. CUDA was enabled to 
accelerate training. The environment was verified 
using the following checks: PyTorch version, CUDA 
availability, runtime version, and GPU name. 

B. Dataset and Data Splitting 

Table I summarizes the resume dataset used 
in this experiment before being processed using 
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NLP techniques. The curated resume dataset used in 
this study from kaggle 
(https://www.kaggle.com/datasets/snehaanbhaw
al/resume-dataset) was sourced from 
livecareer.com, consisting of over 2400 resumes 
available in both string and PDF formats. Each PDF 
file is stored in a labeled folder corresponding to its 
category, with filenames matching the identifiers 
listed in the accompanying CSV file. This structure 
enables systematic categorization and facilitates 
supervised learning for resume classification tasks. 

The dataset contains four columns stored in 
CSV format: 'ID,' a Unique identifier, and the file 
name for the respective PDF. 'Resume_str' contains 
the resume text in string format only. 
'Resume_html' contains the resume data in HTML 
format as presented while web scraping. 'Category' 
is the job category for each resume. 

The experiments begin by loading the 
dataset, which contains 2484 entries across four 
columns: 'ID,' 'Resume_str,' 'Resume_html,' and 
'Category.' We confirm that there are no missing 
values. 

To ensure balanced evaluation, the dataset 
was split into training, validation, and test sets using 
stratified sampling based on the Category label. The 
initial split allocated 70% for training and 30% for 
temporary data. The temporary data was further 
split into validation and test sets (each 15% of the 
total). This stratification preserved the class 
distribution across all subsets. 

 

Source: (Research Results,2025) 
Figure 1. Workflow Resume Classification Using 

Transformer and Traditional Model 

Figure 2 reveals the distribution of 
different job categories within the dataset. The 
dataset includes a relatively balanced number of 
instances across most categories, with counts 
generally ranging from approximately 100 to 120. 
Categories such as "INFORMATION-TECHNOLOGY," 
"BUSINESS-DEVELOPMENT," "HEALTHCARE," 
"SALES," "CONSULTANT," "DIGITAL-MEDIA," 
"FINANCE," "APPAREL," "ENGINEERING," 
"ACCOUNTANT," "CONSTRUCTION," and 
"AVIATION" each contain a high count of instances, 
mostly clustering around 115-120. 

 
Table 1. Resume Dataset 

ID Resume_str Resume_htm
l 

Category 

1266617
4 

REGIONAL 
SCHEDULE 
MANAGER 
S... 

<div 
class="fontsiz
e fontface 
vmargins 
hmargin... 

CONSTRUCTIO
N 

7412663
7 

BILINGUAL 
CLIENT 
ADVOCATE 
Profe... 

<div 
class="fontsiz
e fontface 
vmargins 
hmargin... 

ADVOCATE 

1357531
2 

PROJECT 
MANAGER 
Professional .
.. 

<div 
class="fontsiz
e fontface 
vmargins 
hmargin... 

HEALTHCARE 

2620243
0 

HR 
CONSULTAN
T Summary 
Sub... 

<div 
class="fontsiz
e fontface 
vmargins 
hmargin... 

HR 

Source: (Research Results,2025) 
 
Conversely, "BPO" (Business Process 

Outsourcing) stands out as a significantly 
underrepresented category. It contains a much 
lower count of instances, appearing to have around 
20-25 entries. "AUTOMOBILE" also shows a slightly 
lower count compared to the majority, sitting closer 
to 95 instances. 

This distribution suggests that the dataset 
primarily focuses on a broad range of well-
represented job sectors, with "BPO" being an outlier 
due to its very limited presence. 

Figure 3 reinforces the insights from the bar 
chart by showing the percentage contribution of 
each category to the overall dataset. Most categories 
contribute a similar, relatively small percentage, 
typically around 4.1% to 4.8%. This indicates an 
even spread among most job types. 

https://www.kaggle.com/datasets/snehaanbhawal/resume-dataset
https://www.kaggle.com/datasets/snehaanbhawal/resume-dataset
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However, the chart clearly highlights "BPO" 
as the smallest slice, representing a mere 0.9% of 
the total dataset. "ARTS" also represents a very 
small proportion at 1.4%. "AVIATION" shows a 
slightly larger, but still relatively small, 2.5% 
contribution. 

Conversely, a large number of categories, 
including "ADVOCATE," "TEACHER," 
"INFORMATION-TECHNOLOGY," "DESIGNER," 
"HR," "BUSINESS-DEVELOPMENT," 
"HEALTHCARE," "FITNESS," "AGRICULTURE," 
"SALES," "CONSULTANT," "DIGITAL-MEDIA," 
"AUTOMOBILE," "CHEF," "FINANCE," "APPAREL," 
"ENGINEERING," "ACCOUNTANT," 
"CONSTRUCTION," and "PUBLIC-RELATIONS," each 
contribute between 3.9% and 4.8%. 

The pie chart effectively illustrates the class 
imbalance, with "BPO" and "ARTS" being 
significantly underrepresented, while most other 
categories maintain a comparable, albeit small, 
proportional presence within the dataset. 

 

 
Source: (Research Results,2025) 

Figure 2. Category Distribution of Resumes 

 
Source: (Research Results,2025) 

Figure 3.  Percentage of Each Resume Category 
 

C. Data Preprocessing 
We preprocess the text using the Natural 

Language Toolkit (NLTK) library. We initialize a set 

of English stopwords from nltk.corpus.stopwords to 
remove common words that lack significant 
meaning. We create a WordNetLemmatizer object 
to reduce words to their base forms. The clean 
function compiles regular expressions to identify 
and remove URLs and email addresses from the text. 
It removes these identified URLs and emails from 
the input text. It further removes all special 
characters, preserving only words and whitespace. 
The function returns the cleaned text. Next, we 
define a process function for tokenization, stop 
word removal, and lemmatization. We tokenize the 
input text into individual words using 
word_tokenize. We convert tokens to lowercase and 
filter out stopwords and punctuation. We apply 
lemmatization to the cleaned tokens, converting 
them to their base forms. Finally, we join the 
lemmatized words back into a single string. 

We prepare the categorical labels for model 
training. We convert the 'Category' column to a 
Pandas 'category' type. We then encode these 
categorical labels into numerical representations, 
storing them in a new 'label' column. We convert the 
processed resume text into numerical feature 
vectors using TF-IDF. We initialize a TfidfVectorizer 
object. We fit the TF-IDF vectorizer on the 
'processed_resume' column to learn the words' 
vocabulary and Inverse Document Frequency (IDF). 
We transform the 'processed_resume' texts into a 
sparse matrix of TF-IDF features, assigning this to 
the resume variable. 

 
D. Handling an Imbalanced Dataset 

Initial analysis revealed class imbalance, 
notably in categories such as “BPO” and “ARTS”. To 
address this: 

a. Stratified sampling was used during data 

splitting 

b. Macro-averaged F1 score was adopted as the 
primary evaluation metric 

c. Early stopping was applied to prevent 
overfitting 

d. Simple data augmentation was performed for 
underrepresented classes. Rare classes (<2 
samples) were duplicated with random word 
insertion 

e. For transformer models, class weighting was 
incorporated into the loss function to 
emphasize minority classes 

These strategies ensured fair model evaluation and 
improved generalization across all categories. 
 
E. Feature Engineering and Tokenization 

a. For SVM, the resume text was transformed 
using TF-IDF vectors.  
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b. For Word2Vec + LSTM, word embeddings 
were generated using Word2Vec, followed 
by sequential modeling with LSTM.  

c. For transformer-based models (BERT, 
DistilBERT, RoBERTa), tokenization was 
performed using the respective pretrained 
tokenizers with padding and truncation. Data 
was converted into Hugging Face Dataset 
objects and formatted into PyTorch tensors. 
 

F. Model Construction 
We implemented multiple models for resume 

classification, including traditional and 
transformer-based approaches (Figure 4). The 
transformer-based models were built using the 
Hugging Face Transformers library, with BERT as 
the primary architecture. 

We prepare data for a BERT-based model 
using Hugging Face's transformers library. We load 
a BERT tokenizer. Specifically 
BertTokenizer.from_pretrained('bert-base-
uncased'). We define a tokenize_function that takes 
examples and uses the loaded BERT tokenizer to 
tokenize the 'processed_resume' text, applying 
padding to max_length and truncation. We convert 
the Pandas DataFrames (train_df, val_df, test_df) 
into Hugging Face Dataset objects, specifically 
dropping the 'Category' column as the 'label' 
column now holds the encoded targets. In batched 
mode, we apply the tokenize_function to each of 
these Hugging Face datasets (train_df, val_df, 
test_df) to perform tokenization. Finally, we set the 
format of the input columns for the datasets 
(train_df, val_df, test_df) to PyTorch tensors, 
specifying 'input_ids,' 'attention_mask,' and 'label' 
as the relevant columns for the model. 

The model loads a pre-trained BERT model 
for sequence classification. We import 
BertForSequenceClassification and BertTokenizer 
from transformers. We load the 
BertForSequenceClassification model, specifically 
the 'bert-base-uncased' version, and set the number 
of output labels based on the unique count of the 
'label' column. We reload the tokenizer to ensure 
consistency. 

The model define a CustomCallback class that 
inherits from TrainerCallback to manage model 
saving during training. Within the on_train_end 
method, we define a save directory and create it if it 
does not exist. We then save the entire model as a 
single PyTorch file (model.pt) to the specified 
directory. 

In addition to BERT, we also implemented: 
(1) DistilBERT: A lighter version of BERT with 

fewer parameters. 
(2) RoBERTa: A robustly optimized BERT variant. 

(3) SVM (TF-IDF): A traditional classifier using TF-
IDF features. 

(4) Word2Vec + LSTM: A sequential model 
combining word embeddings and LSTM layers. 

Each model followed a similar training and 
evaluation pipeline using the Trainer API, with early 
stopping and macro-averaged metrics. 
G. Training Configuration 

Training was conducted using the Hugging 
Face Trainer API with the following settings: 
a. Batch size: 32 
b. Learning rate: 2e-5 
c. Optimizer: AdamW 
d. Loss function: CrossEntropy with optional 

class weights  
e. Callbacks: EarlyStoppingCallback and 

CustomCallback for model saving 
A custom callback was implemented to save the 
trained model at the end of training. 

 
Source: (Research Results,2025) 

Figure 4.  Resume Classification Pipeline 
 

H. Evaluation Metrics 
We define a function to compute evaluation 

metrics. We configure the training process and 
initialize the Hugging Face Trainer. We initiate the 
model training process by calling the trainer.train() 
method. During training, the system logs 
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information, including epoch number, training loss, 
validation loss, accuracy, F1 score, precision, and 
recall per epoch. After training concludes, we 
evaluate the model's performance on the unseen 
test set. This final test set evaluation provides key 
metrics that indicate the model's overall 
performance on data it has not encountered during 
training or validation, confirming its ability to 
generalize. 

 
RESULTS AND DISCUSSION 

 
Having established the experimental setup 

and model architecture, the following section 
presents the results and discusses their 
implications. 

Table 2. Processed Resume Dataset 

Resume_str Category cleaned_resume processed_
resume 

HR 
ADMINISTR
ATOR/MAR
KETING 
ASSOCIATE\
... 

HR HR 
ADMINISTRATOR

MARKETING 
ASSOCIATE\n... 

hr 
administrat
ormarketin
g associate 

hr 
adminis... 

HR 
SPECIALIST, 
US HR 
OPERATION
S ... 

HR HR SPECIALIST 
US HR 

OPERATIONS ... 

hr 
specialist u 

hr 
operation 
summary 
versatile... 

HR 
DIRECTOR 
Summary 
Over 2... 

HR HR DIRECTOR 
Summary Over 2... 

hr director 
summary 
20 year 

experience 
recruit... 

... ... ... ... 

Source: (Research Results,2025) 
 
Figure 5 displays a word cloud that visually 

represents the frequency of words in a text corpus, 
where the size of each word indicates its 
importance or how often it appears. The word cloud 
highlights the most frequently occurring words in a 
collection of processed resumes. Larger words 
indicate higher frequency.  The word cloud suggests 
that the processed resumes emphasize work 
experience (company name, project, developed, 
managed, created), location (city, state), and 
functional roles (customer service, program, 
process, system). There's also a strong indication of 
words related to organizational structure 
(department, organization, team, employee, staff) 
and achievements/responsibilities. This implies 
that the resumes are rich in information about an 

individual's professional background, skills, and the 
environments they have worked in. 

Figure 6 illustrates the model's evaluation 
over five epochs, showing a consistent decrease in 
training and validation loss, indicating effective 
learning and generalization. Accuracy, F1-score, 
precision, and recall all increased rapidly in the 
early epochs and stabilized around epoch 4 or 5, 
with final values approaching 0.8. The close 
alignment of these metrics suggests balanced 
performance in identifying and classifying 
instances. The model demonstrated strong 
generalization without signs of overfitting, and the 
training process was efficient, completing in 
approximately 6.19 seconds with high evaluation 
throughput. 

The confusion matrix (Figure 7) reveals that 
while the model performs well in classifying many 
job categories, it struggles with nuanced 
distinctions among certain roles. HR instances were 
misclassified across various categories, including 
DESIGNER, INFORMATION-TECHNOLOGY, 
BUSINESS-DEVELOPMENT, FITNESS, 
AUTOMOBILE, ACCOUNTANT, and PUBLIC-
RELATIONS. DESIGNER roles were confused with 
TEACHER and ADVOCATE, while TEACHER 
instances were misclassified as ADVOCATE and 
BUSINESS-DEVELOPMENT. ADVOCATE roles were 
mistaken for TEACHER and BUSINESS-
DEVELOPMENT, and BUSINESS-DEVELOPMENT 
showed broader confusion with HR, TEACHER, 
ADVOCATE, and HEALTHCARE. Other 
misclassifications included FITNESS with HR and 
HEALTHCARE, AGRICULTURE with FITNESS, 
CONSULTANT with SALES, CHEF with FINANCE and 
APPAREL, PUBLIC-RELATIONS with HR and 
BANKING, and ARTS with AVIATION. Despite these 
errors, the model demonstrated strong predictive 
capability for most categories, as indicated by high 
diagonal values in the matrix. However, 
underrepresented classes like BPO (0.9% 
representation) posed challenges for 
generalization, suggesting the need for data 
augmentation or weighted loss functions in future 
work. 

 
Source: (Research Results,2025) 

Figure 5. The Most Used Words in Resumes 
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Source: (Research Results,2025) 

Figure 6. The Training and Validation Loss per 
Epoch Graph and Evaluation on Training Data 

 

 
Source: (Research Results,2025) 

Figure 7. Confusion Matrix 
 
The model demonstrates good predictive 

capability for many job categories, as evidenced by 
the strong diagonal values in the matrix. However, 
there are specific areas where the model struggles 
to differentiate between certain job roles, leading to 
misclassifications. These off-diagonal elements 
highlight where the model confuses one category 
with another. For example, 'HR,' 'DESIGNER,' 
'TEACHER,' 'ADVOCATE,' and 'BUSINESS-
DEVELOPMENT' show more significant 
misclassification patterns than others. Further 
analysis or feature engineering might benefit these 
specific, more challenging categories. 

The experimental results reveal significant 
performance differences among the evaluated 
models in automated resume classification (Table 
3). SVM (TF-IDF) achieved the highest accuracy 
(93.26%) and F1-score (95%), indicating that 
traditional machine learning methods remain 
highly effective when combined with strong feature 
engineering. RoBERTa followed closely with an 
accuracy of 91.34% and an F1-score of 90.23%, 
demonstrating the strength of transformer-based 
models in capturing contextual semantics. 
DistilBERT and BERT also performed well, with 

DistilBERT slightly outperforming BERT in terms of 
F1-score (91.90% vs. 81.54%), suggesting that 
lighter transformer architectures can offer 
competitive results with reduced computational 
cost. 

In contrast, Word2Vec + LSTM showed the 
weakest performance across all metrics, with an 
accuracy of only 61.53% and an F1-score of 35%. 
This result highlights the limitations of sequential 
models in handling complex resume data, especially 
when semantic relationships are not explicitly 
encoded. The poor performance may also reflect 
challenges in training LSTM models on sparse or 
imbalanced datasets. 

The results also provide evidence for the 
hypothesis that better contextual comprehension—
facilitated by transformer-based architectures—
can be crucial in accurately matching candidates to 
jobs. Transformers model the meanings of words in 
context, enabling more accurate classification than 
traditional models, which rely on shallow features. 
The model is particularly useful in resumes, as some 
words can refer to varying things depending on 
their use. 

Furthermore, employing fine-tuned 
transformer models brings benefits in terms of 
attenuating bias in recruitment. These models fight 
human bias by looking at content rather than 
shallow parameters regarding resume screening. It 
also allows for automated classification, helping 
make the recruitment process faster and more 
uniform, so HR staff can consistently evaluate more 
applications. 

The comparison validates that while 
traditional models such as SVM remain strong 
candidates, transformer-based models, including 
both RoBERTa- and DistilBERT-based models, 
provide a solid and scalable solution for the current 
resume classification system. Real-world HR 
platforms can deploy them because they 
appropriately trade off predictive accuracy, 
interpretability, and computational tractability. 

 
Table 3. Model Performance Comparison 

Model Accuracy Precision Recall F1-
Score 

SVM 
(TF-
IDF)  

93.26% 95% 95% 95% 

Word2
Vec + 
LSTM 

61.53% 38% 42% 35% 

BERT 84.35% 80.14% 84.35% 81.54% 
DistilB
ERT 

93.27% 90.88% 93.27% 91.90% 

RoBER
Ta 

91.34% 89.28% 91.34% 90.23% 

Source: (Research Results,2025) 
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While model performance was primarily 
evaluated using classification metrics (accuracy, 
precision, recall, F1-score), we also observed 
computational aspects during training and 
inference (Table 4). The training process for 
transformer-based models such as BERT, 
DistilBERT, and RoBERTa was conducted on a 
Google Colab Pro environment with NVIDIA Tesla 
T4 GPU. Training time per epoch averaged 6.19 
seconds, with stable convergence observed by 
epoch 4. 

 
Table 4. Model Computational Efficiency 

Model Accuracy F1-Score Training 
Time 
Estimation 

Efficiency Notes 

SVM 
(TF-
IDF)  

93.26% 95% ~0.1 
minutes 

Extremely fast 
and efficient 

Word2
Vec + 
LSTM 

61.53% 35% ~0.5 
minutes 

Lightweight but 
lower 
performance 

BERT 84.35% 81.54% ~25 
minutes 

High accuracy, 
but heavy and 
slow 

DistilB
ERT 

93.27% 91.90% ~2.5 
minutes 

Fast and 
lightweight, 
very efficient 

RoBER
Ta 

91.34% 90.23% ~5.7 
minutes 

Balanced 
between speed 
and accuracy 

Source: (Research Results,2025) 
 
To complement the overall performance 

metrics and computational efficiency, Table 5 
presents a category-wise classification summary 
across all models. This breakdown highlights 
specific strengths and weaknesses in handling 
different job categories. 

 
Table 5. Classification Summary 

Category SV
M 

(TF-
IDF

) 

Word2
Vec + 
LSTM 

BER
T 

DistilB
ERT 

RoBER
Ta 

HR    
96
% 

  
~42% 

    
~84
% 

   
~93% 

   
~91% 

DESIGNER    
~93
% 

  
~40% 

    
~90
% 

   
~95% 

   
~90% 

TEACHER    
~95
% 

  
~38% 

    
~84
% 

   
~93% 

   
~91% 

ADVOCATE    
~82
% 

  
~35% 

    
~80
% 

   
~91% 

   
~89% 

BUSINESS-
DEVELOPM
ENT 

   
~93
% 

  
~40% 

    
~84
% 

   
~93% 

   
~91% 

FITNESS    
~90
% 

  
~35% 

    
~84
% 

   
~93% 

   
~91% 

Category SV
M 

(TF-
IDF

) 

Word2
Vec + 
LSTM 

BER
T 

DistilB
ERT 

RoBER
Ta 

AGRICULT
URE 

   
~90
% 

  
~35% 

    
~84
% 

   
~93% 

   
~91% 

CONSULTA
NT 

   
~93
% 

  
~35% 

    
~84
% 

   
~93% 

   
~91% 

CHEF    
~93
% 

  
~35% 

    
~84
% 

   
~93% 

   
~91% 

PUBLIC-
RELATION
S 

   
~93
% 

  
~35% 

    
~84
% 

   
~93% 

   
~91% 

ARTS     
~70
% 

  
~30% 

    
~65
% 

   
~90% 

   
~89% 

BPO     
~60
% 

  
~20% 

    
~50
% 

    
~70% 

    
~75% 

   = Mostly correct classification 

    = Some misclassification observed 

  = Frequent misclassification or poor performance 

Source: (Research Results,2025) 
 

Inference time was not explicitly measured, 
but lighter models like DistilBERT demonstrated 
faster training and lower memory usage compared 
to full-scale BERT and RoBERTa, making them more 
suitable for deployment in resource-constrained 
environments.   

While training time and computational 
efficiency were observed during model 
development, this study did not explicitly measure 
inference latency or memory consumption during 
deployment. As a result, the practical 
responsiveness of each model in real-time 
recruitment scenarios remains unquantified. 

Although the dataset used in this study was 
curated and structured for supervised learning, it 
does not fully represent the diversity of resume 
formats encountered in real-world recruitment 
systems. The resumes were primarily extracted in 
HTML and plain text formats, which limits the 
model’s exposure to variations such as scanned 
documents, multilingual content, and 
unconventional layouts. This constraint may affect 
the model’s generalizability when deployed in 
heterogeneous environments.  

To simulate practical scenarios, we 
implemented a resume categorization function that 
accepts PDF input and outputs predicted job 
categories. However, full-scale testing on live 
recruitment platforms with diverse resume formats 
and real-time constraints has not yet been 
conducted. Future research will focus on a) Testing 
model robustness on resumes with varied layouts 
and languages. b) Evaluating performance on 
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mobile and web-based HR systems. c) Assessing 
user feedback from recruiters interacting with the 
automated classification system 

 
CONCLUSION 

 
The comparison between transformer-based 
models and traditional machine learning models for 
automatic resume classification reveals that both 
approaches have distinct advantages. SVM with TF-
IDF achieved the highest performance across all 
metrics (Accuracy 93.26%, Precision 95%, Recall 
95%, F1-Score 95%), demonstrating that classical 
models can still deliver competitive results with 
effective feature extraction. However, transformer-
based models such as DistilBERT (Accuracy 
93.27%, F1-Score 91.90%) and RoBERTa (Accuracy 
91.34%, F1-Score 90.23%) excelled in capturing 
semantic context, coming very close to SVM’s 
performance. BERT also performed reasonably well 
(Accuracy 84.35%, F1-Score 81.54%), confirming 
its transferability and deep understanding of 
resume text. In contrast, Word2Vec + LSTM lagged 
significantly (Accuracy 61.53%, F1-Score 35%), 
indicating its limitations in handling complex text 
structures. These findings highlight that deeper 
contextual understanding significantly enhances 
candidate-job matching accuracy, while automation 
through transformer models can reduce bias and 
improve recruitment efficiency. Overall, DistilBERT 
and RoBERTa emerge as robust and scalable 
solutions for modern HR systems, balancing high 
model quality with interpretability and ease of 
deployment. 
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