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Abstract— Accurate identification of animal protein types is crucial to ensure food authenticity and safety,
particularly in the context of compliance with halal principles. This study aims to implement the Random Forest
(RF) algorithm to classify four types of animal protein—broiler chicken, free-range chicken, pork, and beef
through hyperparameter optimization using GridSearchCV. The dataset was evaluated using 5-fold cross-
validation, and feature importance analysis was conducted to identify the variables that contributed most to
classification. Results showed that RF with optimized hyperparameters achieved a test accuracy of 92.81%,
with macro-average precision, recall, and F1-score of 93%. The model performed best for the broiler chicken
and pork classes, while the beef class exhibited a higher misclassification rate, likely due to the similarity of
spectral characteristics among classes. ODOR, CO,, H,, NHs, and VOC were identified as the key indicators for
distinguishing animal protein types. This study contributes to halal authentication by integrating FTIR spectral
data with optimized Random Forest, enabling efficient and accurate classification. Although RF proved reliable
and capable of handling high-dimensional data, the study is limited by dataset size and spectral feature
complexity. Future research is recommended to explore deep learning architectures, such as Convolutional
Neural Networks (CNN), with larger FTIR datasets to improve model generalization and robustness.

Keywords: Animal Protein, Classification, Machine Learning, Accuracy, Random Forest.

Intisari— Deteksi jenis protein hewani yang akurat sangat penting untuk menjamin keaslian dan keamanan
pangan, terutama dalam konteks kepatuhan terhadap prinsip halal. Penelitian ini bertujuan untuk
mengimplementasikan algoritma Random Forest dalam mengklasifikasikan empat jenis protein hewani yaitu
ayam, ayam kampung, babi, dan sapi melalui optimasi hyperparameter menggunakan GridSearchCV. Dataset
diuji menggunakan evaluasi 5-fold cross-validation, dan analisis feature importance dilakukan untuk
mengidentifikasi variabel yang paling berkontribusi terhadap klasifikasi. Hasil menunjukkan bahwa RF
dengan hyperparameter optimal mencapai akurasi pengujian sebesar 92,81%, dengan rata-rata makro
presisi, recall, dan F1-score sebesar 93%. Model menunjukkan performa terbaik pada kelas ayam dan babi,
sedangkan kelas sapi mengalami tingkat kesalahan klasifikasi lebih tinggi, kemungkinan akibat kemiripan
karakteristik spektral antar kelas. Variabel ODOR, CO,, H,, NHs, dan VOC teridentifikasi sebagai indikator
utama dalam membedakan jenis protein hewani. Penelitian ini berkontribusi pada autentikasi halal dengan
mengintegrasikan data spektral FTIR dan Random Forest yang dioptimasi, sehingga menghasilkan klasifikasi
yang efisien dan akurat. Meskipun RF terbukti andal dan mampu menangani data berdimensi tinggi, penelitian
ini terbatas oleh ukuran dataset dan kompleksitas fitur spektral. Penelitian selanjutnya disarankan untuk
mengeksplorasi arsitektur deep learning, seperti Convolutional Neural Networks (CNN), dengan dataset FTIR
yang lebih besar untuk meningkatkan kemampuan generalisasi dan ketahanan model.

Kata Kunci: Protein Hewani, Klasifikasi, Machine Learning, Akurasi, Random Forest.
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INTRODUCTION

Animal protein is one of the essential
components in various food products consumed by
humans, found in meat, eggs, fish, and other processed
products [1][2][3]- The presence of animal protein not
only affects the nutritional value but also the
organoleptic properties of products. With the
increasing demand for halal, vegetarian, and vegan
products, accurate detection of animal protein content
has become increasingly important to ensure product
compliance with consumer needs and adherence to
halal principles [4][5][6][7]. The accuracy of animal
protein detection not only affects product quality but
also public health and consumer trust. Errors in the
detection process can lead to the circulation of
products containing hidden ingredients, violations of
halal principles, and a disruption of market integrity. In
general, animal protein detection is conducted using
laboratory methods such as chemical techniques,
chromatography, and microscopy. Although accurate,
these methods tend to be time-consuming, costly, and
highly dependent on experienced operators [8].
Therefore, faster, more efficient, and scalable methods
are highly needed. With technological advancements,
Fourier Transform Infrared (FTIR) has emerged as a
promising approach, as it enables rapid, non-
destructive analysis with minimal sample preparation
[9][10][11]. The integration of FTIR spectral data with
machine learning algorithms such as Random Forest
enables accurate classification, is robust to noise, and
can handle high-dimensional data [12][13].

Several previous studies have demonstrated
the success of FTIR methods combined with
classification algorithms such as Support Vector
Machine (SVM) and Partial Least Squares-Discriminant
Analysis (PLS-DA) in detecting meat contaminants or
their derivative products [14] [15]. E-nose-based
approaches integrated with supervised learning have
also been applied to differentiate meat types based on
chemical volatiles [16]. However, most of these studies
have not specifically evaluated the use of Random
Forest based on FTIR spectra for classifying types of
animal protein, leaving standardized classification
models for halal protein authentication still limited.
This study addresses this gap by developing a Random
Forest model optimized through GridSearchCV for the
determination of key hyperparameters, including the
number of trees (n_estimators), the maximum tree
depth (max_depth), and the number of features
considered at each split (max_ features). This
optimization enables the model to capture spectral
patterns specific to each protein type more accurately
while minimizing classification errors. This study is
also expected to serve as a foundation for future
research through the development of more advanced
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methods, such as the application of deep learning
algorithms. Deep learning approaches, particularly
Convolutional Neural Networks (CNN) and Recurrent
Neural Networks (RNN), have the capability to
automatically extract feature patterns from high-
dimensional data such as FTIR spectra. With this
capability, systems can recognize more complex
chemical structures and manage higher data
variability, thereby potentially enhancing classification
accuracy significantly. Such innovation is crucial for
addressing real-world challenges in the food industry,
where testing data are often heterogeneous and
subject to disturbances or noise.

MATERIALS AND METHODS

The research stages begin with data collection,
followed by data understanding and data preparation.
After the data collection process, system design is
carried out, which is then followed by experimental
modeling using the Random Forest algorithm. The next
stage involves evaluating and analyzing the results.
Finally, conclusions are drawn. The overall research
design workflow is illustrated in Figure 1 below.

| Data collection |

'

Pre-Processing

Data cleansing |

Feature Selection |

Train-TestSplit |

Source: (Research Results, 2025)
Figure 1. Methodology

Dataset

A dataset is a collection of data managed by
researchers to support the completion of their studies
[17]. The dataset in this study was obtained directly by
the researcher using a Fourier Transform Infrared
Spectroscopy (FTIR) machine, which is capable of
detecting chemical compounds in meat by emitting
infrared light onto the sample and measuring the
absorbance intensity at various wavelengths. Each
type of animal protein exhibits a distinct spectral
pattern due to differences in chemical composition,
molecular structure, and the functional groups
contained within it. The dataset used in this study
consists of 1,600 samples derived from four animal
species, namely broiler chicken, free-range chicken,
beef, and pork. The dataset was stored in CSV format,
enabling direct processing with the Random Forest
algorithm. Data processing was conducted using the
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Google Colab platform, after which the dataset was
divided into training and testing subsets [18].

Data Preprocessing

Data preprocessing is an essential stage in
classification, as it is conducted to optimize the
dataset for modeling and to enhance model
performance [19][20]. The raw data consist of
elements with varying structures and characteristics;
therefore, they must be converted into a uniform
structure. The main objective of pre-processing is to
ensure that the data are in a format that can be
processed by the Random Forest algorithm [21].
Several steps are involved in the pre-processing
stage, including data cleaning, feature selection, and
dataset splitting. Data cleaning is performed to
reduce the file size of the dataset, with the aim of
improving accuracy and enabling the algorithm to
operate more efficiently. Feature selection focuses on
identifying relevant features associated with animal
protein in order to achieve higher classification
accuracy [22]. Finally, dataset splitting is required in
the Random Forest approach, where the dataset is
divided into training and testing subsets. The division
is carried out using an 80:20 ratio to train, test, and
validate the performance of the model [23].

Classification Random Forest

Random Forest is an ensemble method based
on decision trees that employs the bagging technique.
The algorithm constructs multiple decision trees
through a randomized process and generates
predictions by aggregating (averaging) the outputs of
all individual trees [24][25][26]. Hyperparameter
optimization in this study was conducted using
GridSearchCV with a 5-fold cross-validation scheme
to ensure that the model does not experience
overfitting and maintains strong generalization
capability. This procedure involves constructing a
grid of candidate parameters for the Random Forest
algorithm to identify the optimal parameters
(n_estimators, max_depth, min_samples_split,
min_samples_leaf' and bootstrap). This ensemble
approach offers three main advantages: (1) an
inherent ability to model complex non-linear
relationships, (2) enhanced robustness against
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overfitting through a majority voting mechanism, and
(3) resilience in processing noisy datasets due to its
distributed error-correction nature [27].

1 B
=3 _Zr‘fa,-(z)

Description formula:

Y  :predicted value (final output)

B : number of models / number of data / number
of members (batch or ensemble)

hi  :output of model i against input x

ey

Evaluation

At this stage, evaluation is conducted for each
model that has been implemented. The evaluation is
performed using a confusion matrix, which
represents the data generated by the algorithm and
calculates the classification prediction results. This is
available in the scikit-learn library in Python [28].
During the model evaluation stage, accuracy,
precision, recall, and F1-score are obtained, which
provide quantitative measures for assessing the
performance of the Random Forest algorithm [29].

RESULTS AND DISCUSSION

To conduct and present the results of this
research, the author employed Google Colab as the
primary tool. Google Colab was selected because it is
Python-based, web-based, requires no installation on
a PC or laptop, and provides ease of use with
integrated support for applications and datasets
stored collaboratively in Google Drive.

Dataset

The dataset used in this study consists of 1,600 data
samples collected directly with the assistance of the
FTIR machine. From the total dataset, the data were
divided into two parts with an 80:20 ratio for training
and testing, respectively, and subsequently processed
using the Random Forest algorithm implemented on
the Google Colab platform. The dataset is presented in
Table 1.

Table 1. Research Dataset

Class C2H50H CH4 C02 H2 H2S HCHO NH3 NO2 ODOR SMOKE VOoC

Chicken 1.268 3.044 1.404 2.834 1.547 1.612 0.018 0.274 1.594 0.695 1.530

Beef 1.364 3.292 1.386 2.866 1.728 1.810 0.020 0.269 1.734 0.724 1.662

Free-range Chicker  0.538 1.744 0.470 1.650 0.803 1.043 0.002 0.245 1.393 0.179 1.023

Pork 0.313 1.300 0.272 1514 0.528 0.804 0.001 0.273 0.629 0.108 0.751

Source: (Research Results, 2025)
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Preprocessing

After the data collection stage, the
preprocessing of the dataset was carried out. In this
study, pre-processing included data cleaning
(removing duplicate entries and retaining three
decimal places), selection of relevant compound
features for animal protein classification, and dataset
splitting. The feature selection process yielded six
relevant compounds: C;HsOH, CO,, H,, NH3, ODOR, and
VOC, which are directly associated with the
degradation and distinctive characteristics of animal
proteins. NHz and H, are produced from protein
decomposition, while C;HsOH and CO, originate from
microbial activity. Meanwhile, ODOR and VOC reflect
the distinctive aroma of each type of meat [30] [31].
These compound profiles can be utilized to rapidly and
accurately identify both the type and quality of meat.
The results of the animal protein feature selection are
presented in Table 2.

Table 2. Feature Selection Results

C2H50H co2 H2 NH3 ODOR '0OC
1.268 1.404 2.834 0.018 1.594 530
1.364 1.386 2.866 0.020 1.734 662
0.538 0.470 1.650 0.002 1.393 023
0.313 0.272 1.514 0.001 0.629 751

Source: (Research Results, 2025)

From the 1,600 labeled datasets, the data were
then divided into 80% training and 20% testing
subsets, with the aim of evaluating the performance of
the Random Forest model in classifying types of animal
proteins. The results of the dataset splitting are
illustrated in Figure 2.

Dataset Composition: Training vs Testing
Testing Set

20.0%

80.0%

Training Set

Source: (Research Results, 2025)
Figure 2. Dataset Division Results

Classification Random Forest

To optimize the RF algorithm in this study,
GridSearchCV was applied using a 5-fold cross-
validation scheme to ensure that the model did not
experience overfitting and maintained strong
generalization capability. This procedure involved
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constructing a grid of candidate parameters for the
Random Forest algorithm, training the model on
five different data subsets, calculating the average
performance scores across all folds, and selecting
the best parameter combination based on the
highest accuracy. The GridSearchCV results for the
RF algorithm are presented in Table 3.

Table 3. GridSearchCV results

Parameter Value
n_estimators 200
max_depth 30

min_samples_split 2

min_samples_leaf' 1
bootstrap False

Best Accuracy (CV) :93.33%

Source: (Research Results, 2025)

The integration of grid search and cross-
validation was chosen because it has been proven
effective in improving the stability and accuracy of
artificial intelligence-based classification models. The
cross-validation results for the RF algorithm are shown
in Figure 3.

(5-Fold Cross Validation) - Random Forest

0955
ot 0924 L I — —5

nain

oo =

0.8+

0.6 1

accuracy

—--- average: 0.933

l.IU l.‘S Z.‘O 2.‘5 3.‘0 3.‘5 4.‘0 4.‘5 5.‘0
Fold

Source: (Research Results, 2025)

Figure 3. Cross-Validation Random Forest

In Figure 3, the 5-Fold Cross-Validation
results for the Random Forest algorithm show stable
and consistent accuracy across all folds, with values
ranging from 91% to 95.5% and an overall average of
93.3%. The first fold recorded the lowest accuracy at
91%, indicating that the data subset in this fold had
higher variability or more complex feature patterns,
making classification more challenging for the model.
However, the increase in accuracy in the second fold
(94.1%) and the stable performance in the third
(92.4%) and fourth folds (93.8%) demonstrate the
model’s ability to maintain performance across
different portions of the dataset. The fifth fold
achieved the highest accuracy at 95.5%, confirming
Random Forest’s capability to adapt to data variations
without overfitting. Overall, this accuracy pattern
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reflects that Random Forest exhibits strong
generalization ability and delivers consistent
performance in classifying animal protein data, with
only minor fluctuations between folds, thereby
supporting the model’s reliability.

Model Evaluation

In the evaluation stage, classification was
conducted using the Random Forest algorithm to
assess how effectively the algorithm classified
types of animal proteins. The classification results
are presented in Table 4.

Table 4. RF Model Classification Results

Class Precision Recall f1-score suppo
(%) (%) (%) rt
Chicken 89 97 93 90

Free-range
Chicken 95 90 92 60
Pork 93 96 95 90
Beef 96 88 92 80
accuracy 93 320
macro avg 93 92 93 320
weighted avg 93 93 93 320
Akurasi model 92.81

Source: (Research Results, 2025)

In Table 4, The evaluation results of the
Random Forest classification model indicate good
performance in distinguishing four categories of
animal proteins, namely Chicken, Free-range Chicken,
Pork, and Beef. Overall, the model achieved an
accuracy of 92.81%, showing that the majority of
samples were correctly classified. Class-wise metric
analysis indicates that the Chicken class has a
precision of 89% and a recall of 97%, meaning most
Chicken samples were correctly identified despite
some misclassifications. The Free-range Chicken class
showed a precision of 95% and recall of 90%,
indicating that the model could distinguish this class
well, although a few samples were misclassified. The
Pork class performed the best with a precision of
93%, recall of 96%, and an F1l-score of 95%,
demonstrating the model’s effectiveness in accurately
recognizing Pork samples. Meanwhile, the Beef class
had a precision of 96% and recall of 88%, indicating
some identification errors, likely due to chemical
feature similarities with other classes. The macro-
average Fl-score of 93% confirms balanced
performance across classes, while the weighted
average of 93% demonstrates consistent
performance considering the proportion of samples
in each class. Overall, these results confirm that the
Random Forest algorithm is effective in capturing the
unique characteristic patterns of each type of animal
protein, making it a promising tool for FTIR-based
meat identification systems.
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Free-range Chicken -
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Chidken Froe-range Chicken Pork
Pradicted Label

Source: (Research Results, 2025)
Figure 4. Confusion Matrix

In Figure 3, The confusion matrix shows that
the Random Forest algorithm has excellent
classification capability in distinguishing the four
categories of animal proteins. The model
demonstrates strong performance in the Chicken and
Pork classes, with 87 and 86 correctly classified
samples, respectively, and only minimal errors. In the
Free-range Chicken class, the model accurately
identified 54 samples, although six samples were
misclassified as Pork. These findings indicate a
similarity in spectral characteristics between the two
classes in the FTIR data. Meanwhile, the Beef class is
the most challenging category, with ten samples
misclassified as Chicken, suggesting the possibility of
overlapping spectral features that affect the model’s
decision boundaries. Overall, Random Forest exhibits
high classification performance across all four classes,
although the identified misclassifications reveal
intrinsic similarities within certain protein groups
that warrant further investigation in future studies.

Feature Importance

41.9%

Importance Score

ODOR H2 co2 NH3
Feature

C2H50H

Source: (Research Results, 2025)
Figure 4. Feature Importance

In Figure 3, The feature importance analysis
shows that the ODOR feature has the most dominant
contribution in the classification process, with a
weight of 41.9%, indicating that odor characteristics
are the most discriminative indicators for
distinguishing sample types. The strong influence of
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ODOR is likely due to its association with the
production of volatile compounds resulting from
protein degradation, such as amines, volatile sulfur
compounds, and ketones, which differ significantly
among meat types. The CO, feature also holds an
important position with a contribution of 12.0%,
which can be explained by its relationship to
microbiological activity and oxidation processes
that increase carbon dioxide emissions in certain
samples. Other variables such as H,, NH3, and VOC
also provide significant contributions, reflecting the
role of volatile gas components in enhancing the
model’s discriminative ability. Conversely, C;HsOH
shows the lowest influence (6.7%), indicating that
alcohol compounds do not exhibit sufficiently
consistent variation across classes, resulting in a
smaller contribution to the decision-making
process. Overall, these results confirm that features
directly related to volatile compounds produced
from protein degradation provide the most relevant
information for the Random Forest model, thereby
improving classification accuracy.

CONCLUSION

The Random Forest (RF) algorithm has been
proven effective in classifying types of animal
proteins using FTIR spectral data, achieving a test
accuracy of 92.81% and macro-average precision,
recall, and F1-score of 93%. The model performed
best for the Pork and Free-range Chicken classes,
whereas the Beef class exhibited a higher
misclassification rate, likely due to similarities in
spectral characteristics between classes. Feature
importance analysis confirmed that ODOR, CO,, H,,
NH3, and VOC were the primary indicators for
differentiating animal protein types, while the 5-
fold cross-validation results demonstrated stable
accuracy and strong generalization capability.
Although RF proved reliable and efficient in
handling high-dimensional data, this study has
limitations regarding dataset size and the
complexity of spectral features. Future research
could explore deep learning architectures, such as
Convolutional Neural Networks (CNN), using larger
FTIR datasets to enhance model generalization and
robustness.
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