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Abstract—Potential locations for businesses are 
highly sought after by business people to set up, 
expand their business, or establish a new business.  
Limited information on potential business locations is 
still a problem faced by many business people in 
making business decisions.  The purpose of this 
research is to overcome the limitations of potential 
business location information.  The approach used is 
the K-Means data mining clustering method which is 
compared to the Gaussian Mixture Model.  The 
dataset used is residential, road access data and 
business points that already exist around the 
location.  Both clustering methods are compared to 
the model evaluation method to determine the model 
with the best performance.  The results show that the 
clustering method with the K-Means algorithm is the 
clustering model with the best performance.  The 
results of the clustering resulted in 2 clusters, one of 
which is a cluster of potential business locations of 
1041 locations.  The conclusion of this study is that 
data mining clustering can be used to determine the 
optimal business location cluster.  The results of this 
study can be recommended for business people to 
look for potential business locations, and for local 
governments to publicize potential business locations 
in order to attract investors from outside. 
 
Keywords: clustering, data mining, gaussian mixture 
model, k-means, optimal business location. 
 
Abstrak—Lokasi yang potensial untuk bisnis sangat 
dicari oleh pelaku bisnis untuk mendirikan 
melakukan ekpansi bisnis atau mendirikan bisnis 
baru.  Masih terbatasnya informasi lokasi potensial 
bisnis masih menjadi permasalahan yang banyak 
dihadapi oleh pelaku bisnis dalam mengambil 

keputusan bisnis.  Tujuan penelitian ini adalah untuk 
mengatasi keterbatasan informasi lokasi bisnis yang 
potensial.  Pendekatan yang digunakan adalah 
metode data mining clustering K-Means yang 
dibandingkan dengan Gaussian Mixture Model.  
Dataset yang digunakan yaitu pemukiman, data 
akses jalan dan titik bisnis yang sudah ada di sekitar 
lokasi.  Kedua metode clustering dibandingkan 
dengan metode evaluasi model untuk menentukan 
model dengan kinerja terbaik.  Hasil penelitian 
menunjukkan bahwa metode clustering dengan 
algoritma K-Means merupakan model clustering 
dengan kinerja terbaik.  Hasil clustering dihasilkan 2 
cluster, salah satu clusternya merupakan cluster 
lokasi bisnis potensial sebanyak 1041 lokasi.  
Kesimpulan penelitian ini, data mining clustering 
dapat digunakan untuk penentuan cluster lokasi 
bisnis optimal.  Hasil penelitian ini dapat 
direkomendasikan bagi pelaku bisnis untuk mencari 
lokasi bisnis yang potensial, dan bagi pemerintah 
daerah mempublikasikan lokasi bisnis potensial 
dalam rangka menarik investor dari luar. 
 
Kata Kunci: clustering, data mining, gaussian 
mixture model, k-means, lokasi bisnis optimal. 
 

INTRODUCTION 
 

Business location is one of the aspects that 
influence the success of a business.  Choosing the 
optimal business location is done by many business 
people to start a new business or expand their 
business.  An analysis of the business location needs 
to be carried out for the feasibility of the business 
and the success of the business that will be built in 
the location (Puspitaningrum & Damanuri, 2022).  
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Business success due to the selection of the right 
location will be affected by several factors such as: 
accessibility, visibility, traffic, space, expansion, 
environment and competition (Sudiantini et al., 
2023).  Social and environmental factors affect 
business costs and profits (Mohammadi et al., 
2023).   

The improvement of nearby facilities and 
modes of transportation has a great influence on the 
selection of business locations, by analyzing data on 
the location of public facilities, roads for access, 
district boundaries, residents (Murad et al., 2024).  
The quality and comfort factor for customers is 
highly dependent on the facilities that support the 
delivery of goods (Yu, 2022).  Research on optimal 
locations using K-Means with variations in data and 
data dimensions has been carried out in Angilar et 
al. (Aguilar & Barbosa, 2023). 

The potential of customers who are close to 
the optimal business location will further increase 
the success rate of the business to be built.  Analysis 
of consumer preferences for samgyeopsal Korean 
cuisine attributes and market segmentation with 
conjoint analysis and K-means method (Ong et al., 
2023).  Business people will experience obstacles in 
determining the optimal business location due to 
the limitation of valid information about the optimal 
business location.  Business people to get a decent 
business location still use many conventional 
methods such as those commonly done in business 
feasibility studies.  The determination of a feasible 
business location in a business feasibility study will 
begin by collecting data in the field to obtain data on 
several locations to be selected.  Location data 
collection activities in the field take up a lot of time 
and also require a lot of money, as a result of which 
business people cannot make decisions quickly to 
carry out business strategies in fierce business 
competition.  Studies of optimal locations in several 
areas have been carried out extensively (Ozkaya & 
Demirhan, 2022), (Manika et al., 2021), (Lin et al., 
2022). 

With advances in the field of information 
technology, business people are required to be able 
to make business decisions correctly and faster.  So 
that the business feasibility study method is not the 
initial solution for business people, and business 
people to get business location information quickly 
need the help of a business information system in 
the form of Location Intelligence that uses valid and 
up-to-date data.  Business information systems that 
suit the needs of business people have begun to 
emerge, one of which is Location Intelligence 
software which is a type of spatial-based business 
intelligence product, whether it is developed by a 
local company or a product from outside Indonesia. 

The problem that exists in most of the 
Location Intelligence is the use of improper analysis 

methods so that it produces information that is not 
accurate and not optimal.  Research is conducted to 
answer the problem of valid information for the 
needs of business people, and Location Intelligence 
applications that can help business people to 
determine better, faster and more valid business 
locations with a data mining clustering approach. 

The basis of this research, previous research 
that uses a data mining approach such as in the 
study of determining the optimal location of 
distribution centers uses the clustering method in 
the Inner Mongolia Autonomous Region in China 
and provides the lowest transportation cost 
benefits (Wu et al., 2022).  Previous research 
(Leenawong and Chaikajonwat, 2023), problems in 
determining the location of the distribution center 
for convenience store franchises in Thailand that 
are not optimal, by using the K-Means algorithm 
with various distance customizations in the K-
Means method, namely: Euclidean distance, 
Manhattan distance, Chebyshev distance, Weighted 
Euclidean, Weighted Manhattanand Weighted 
Chebyshev, looking for clusters with the lowest 
distribution costs.   

Previous research, the K-Means method was 
used to group the consumption level of students in 
Guangdong province, China (Yang et al., 2022).  
Research on the distribution of cluster system of 
traditional settlement types in Shaanxi based on K-
meansclustering algorithm (Wang et al., 2022).  
Previous research (Lee et al., 2021), The problem is 
serious, more than 30% of the pollutants produced 
in the Seoul metropolitan area come from diesel-
fueled vehicles. This study proposes a data mining 
approach in selecting the optimal location of electric 
vehicle charging stations, in order to expand 
charging facilities, to further increase the use of 
electric cars.  The method used to determine the 
optimal location of SPKLU is Spatial Interpolation 
and algorithms Gaussian Mixture Model (GMM).   In 
this study, the cluster formed was 3 according to the 
results of the analysis of 11 out of 26 criteria 
suggesting k = 3 as the optimal number of clusters.  
This research is useful in expanding the distribution 
of electric cars, considering the facilities in the 
location, high demand, and efficient resource 
allocation.  Previous research (Lin et al., 2022), The 
retail business has not been optimal in delivering 
goods to several customers whose locations are 
scattered, so a distribution center is needed to serve 
all.  A method to determine the optimal location of 
logistics activities by comparing the K-Means 
algorithm with additional constraints to compare 
the performance of the K-Means algorithm, Ant 
Colony Optimization (ACO) K-means, Particle 
Swarm Optimization (PSO) K-Means, Fruit-Fly 
Optimization (FOA) K-Keans which produces 3 
clusters.  The results of the research on determining 
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the location of the distribution center can be 
completed with the FOA K-Means algorithm which 
has the best performance.  The FOA-K-Means 
algorithm has the best performance with a total 
distance of 184365.3 (m), Davies-Bouldin Index 
amounting to 1.846223476.  ACO is not suitable for 
cluster analysis with large samples, poor 
performance on 3 indicators. PSO-K-Means is more 
suitable for smaller area coverage than FOA.  The 
disadvantage of this study is that the location of the 
distribution center is obtained using the average of 
the coordinates, considering customer 
segmentation.  Retail businesses can apply FOA-K-
means to determine the most optimal distribution 
center location and in the context of future 
distribution efficiency.  Determination of the best 
clinic location using the K-Means clsutering method 
using parameters such as: number of population, 
Point Of Interest, detailed information of general 
hospitals, specialty hospitals, clinics, emergency 
departments, number of wards, number of train 
stations, number of bus stops, number of parking 
lots and number of clinics (Wang et al., 2020).   

In another study that uses the K-Means 
clustering method for mapping the distribution of 
property company customers in Sidoarjo (Afifah et 
al., 2023), the K-Means clustering method is used to 
determine clustering due to the impact of natural 
disasters in Java (Revelation & Rushendra, 2022).  
In another study, using the K-Means clustering 
method used in the location search for public 
electric vehicle charging stations (SPKLU), which is 
the most optimal (Tambunan et al., 2023).  Research 
on the creation of clustering to determine house 
prices using the K-Means and GMM clustering 
methods to find suitable housing, in the research 
Rahmattullah et al (2023). 

Based on the research that has been 
conducted, this study will compare the clustering 
methods between K-Means and GMM for 
determining the optimal business location.  The 
purpose of this study is to determine the potential 
business location by comparing the clustering 
methods of K-Means and GMM to get the model with 
the best performance. 
 

MATERIALS AND METHODS 
 

The method used in the research to 
determine the optimal business location is the 
CRoss Industry Standard Process for Data Mining 
(CRISP-DM) data mining methodology (Larose, 
2014) (Figure 1). 

The CRISP-DM methodology (Figure 1), 
consists of stages: starting with the business 
understanding phase which begins with the study of 
phenomena, problems and study studies; the data 
understanding phase which consists of determining 

dataset attributes, determining data sources and 
data collection; the data processing phase which 
consists of data reduction and data transformation, 
the modeling phase by comparing the K-Means and 
GMM methods, the evaluation phase which 
determines the performance of the model by 
evaluating the compared model, and the last phase 
of deployment which is presenting the clustering 
results in the map dashboard (Wamulkan A.S et al., 
2024). 
 

 
Source: (Santiastry et al., 2024) 

Figure 1. CRISP-DM Methodology 
 
Business Intelligence Phase 

The business understanding phase is to 
examine the problems that are used as the object of 
research.  The determination of potential business 
locations at this time, the existing problems and 
their causes are studied, and the purpose of this 
research itself is to solve the problem so that the 
determination of potential business locations will 
be more optimal with the data mining clustering 
approach.  Existing research is used as a direction to 
carry out this research, a conceptual framework is 
formed and a hypothesis is made that will be proven 
at the end of the research. 
 
Data Understanding Phase 

The data understanding phase is the activity 
of identifying data needs based on data needs in 
business understanding, identifying data sources 
that produce data, understanding datasets 
according to model needs, and ensuring that the 
data used is of guaranteed quality. 

 
Data Preparation Phase 

The data processing phase, starting with data 
collection, data processing until it becomes data 
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ready for modeling use and with an accepted format 
for modeling.  This stage consists of: 1) data 
consolidation, which consists of activities: collecting 
data from data sources, selecting data and 
integrating data.  The data sources in the study are: 
POI data sourced from Googlemap, residential data 
and road data sourced from OSM.  Other data 
obtained from the Geospatial Information Agency.  
2) Data Cleaning, consisting of sub-activities such 
as: filling in values for data that is still blank, 
cleaning data for datasets, discarding inconsistent 
data.  3) Data Transformation, which consists of 
activities: data normalization, data conversion, data 
aggregate, and adding data attributes.  4) Data 
Reduction, which consists of activities: reducing the 
number of variables used, reducing the number of 
cases and balancing the data (Diana et al., 2023). 

 
Modeling Phase 

The modeling phase is carried out after the 
data is ready and according to the needs of the 
model.  The model will be built by comparing the K-
Means and GMM algorithms.  The selection of the K-
Means and GMM algorithms is based on previous 
research that approaches this research case, which 
examines locations based on area administration 
using the K-Means, GMM method and a comparison 
between K-Means and GMM (Handayanna & 
Sunarti, 2024), (Faidah et al., 2024), (Wahidah & 
Utari, 2023),  

The purpose of modeling is to find clusters of 
potential and non-potential business locations. 

The first model uses the K-Means algorithm, 
it searches for cluster clusters based on the closest 
distance and the centroid mean of the cluster does 
not change anymore (Santosa et al., 2020).  The 
optimal number of clusters (K) is searched using the 
Elbow (Diana et al., 2023), optimal K selection using 
the Silhoutte score and Calinski-Harabasz score.  
After the data with the appropriate format is 
prepared, it is continued to select and calculate the 
centroid value, grouping the data based on the 
cluster (Wongoutong, 2024). 

The second method uses the GMM algorithm, 
which is a model in the clustering method which is 
based on probability, by utilizing the weight value of 
combining several normal distributions (You et al., 
2023).  The GMM algorithm can identify and 
eliminate data that has a low probability in the 
component based on the outlier which can improve 
the robustness of the clustering results.  Parameter 
determination in the GMM algorithm can use BIC 
Score, that is, to determine the optimal K. 

The application of modeling with K-Means 
and GMM algorithms is carried out using Python 
enriched with machine learning libraries, namely 
pandas, and other libraries.  The modeling results of 

each algorithm will form clusters of potential 
business locations. 
 
Evaluation Phase 

The model evaluation phase is carried out to 
get the model with the best performance.  The first 
evaluation method used is: Silhouette score, one of 
the methods to evaluate the results of the clustering 
method (Rohman & Wibowo, 2024).  The value 
range of the silhouette coefficient is between -1 to 1, 
and the data clustering system is said to be good 
when the value of the Silhouette Index close to 1 
(Rohman & Wibowo, 2024).  In the research 
Rahmattullah et al (2023), evaluation with 
Silhouette score in the K-Means model got better 
results than the GMM model.  The second evaluation 
method is Calinski-Harabasz score.  The comparison 
of the above evaluation methods will be carried out 
in clustering with K-Means, DBSCAN and GMM 
algorithms.  The model comparison activity used 
was carried out to select the most optimal model for 
the K-Means and GMM models.  For comparison, the 
model will use the results of the evaluation, namely: 
the Silhouette score and Calinski Harabasz score. 
 
Deployment Phase 

At the stage of dissemination of modeling 
results, namely potential business locations in the 
form of clustering potential business locations in a 
map data visualization.  The benefit is that it is 
hoped that business people in decision-making can 
easily explore information and insights in the form 
of this deployment. 
 

RESULTS AND DISCUSSION 
 
The research on the location of potential 

businesses with the CRISP-DM process approach 
will look for the best algorithm to be used further.  
By comparing between the K-Means and GMM 
algorithms, and evaluating the model, one of the 
best models was selected. 
 
Results of Business Understanding 

Determining the best business location will 
provide the most ideal business location insights 
that business people need to make decisions in 
establishing a new place of business.  The optimal 
business location is greatly influenced by the 
number of potential customers, socioeconomic 
status, and the existence of a number of established 
businesses.  To measure the potential level of 
customers can be measured as mentioned above, a 
method will be used using datasets of residential 
areas, road access, POIs and business land.  The 
determination of the parameters used will be 
determined by the evaluation method. 
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Data Understanding Results 
The data understanding stage The first 

activity carried out is to determine the data needed 
to determine the best business location as explained 
in the business understanding stage.  The data source 
for the entire dataset is as shown in Table 1. 

 
Table 1. Data Source 

It Data Name Data Source Year 
1 POI Googlemap 2023 
2 Road OSM 2023 
3 Settlement BIG 2023 

Source: (Research Result, 2024) 
 

The data source used is a consideration for 
data quality.  Quality data will be used in modeling, 
so that with good data quality it will produce quality 
modeling output.  The final activity at this stage is to 
prepare the dataset attributes to be used in 
modeling.  The data attributes for the study consist 
of village data attributes and location data 
attributes as shown in Table 2 and Table 3. 
 

Table 2. Grid Data Attributes 
It Attribute Description 
1 ID Grid Grid uniques ID 
2 Broad Grid size in units area 

Source: (Research Result, 2024) 
 

Table 3. Location Data Attributes 
It Attribute Description 
1 ID Grid Grid Unique ID 
2 POI Point of Interest 
3 Road Length of road in meters 
4 Settlement Settlement area in meters 
5 Paddy Rice field area in meters 
6 Vacant land Area of vacant land in meters 
7 River The area of the river section in meters 

Source: (Research Result, 2024) 
 
Data Preparation Results 

This stage begins with the collection of data 
from data sources, namely residential land data, 
road data and POI data.  The initial data collected in 
GIS format is in the form of polygons like villages 
and in the form of points such as POIs.  All data is 
integrated with the help of GIS software so that the 
dataset to be used becomes the following display 
(Figure 2). 
 

 
Source: (Research Result, 2024) 

Figure 2. Initial dataset 

From the data as shown in the table above, 
the results of feature selection and analysis are 
determined data parameters which are divided 
into: POI, roads and settlements (Figure 4).  So that 
with the reduction of this parameter, the correlation 
between data becomes better. 
 

 
Source: (Research Result, 2024) 

Figure 3. Correlation between Features 
 

 
Source: (Research Result, 2024) 

Figure 4. Dataset after Feature Selection 
 

Data cleaning is carried out to clean data that 
has missing values or duplicate data.  In the 
transformation data activity, standardization is 
carried out from the dataset so that the difference in 
data values is not too far.  Data reduction is not done 
so the same dataset is still used.  The well-formed 
data is then ready to be used for datasets in 
modeling. 
 
Modeling Results 

The first activity at this stage is the 
application of the model with the K-Means 
algorithm, the second with the GMM algorithm.  The 
application of the K-Means model begins with 
determining the best number of clusters (K), 
starting with finding the optimal number of clusters 
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(K).  Next determine the centroid, calculate the 
distance of all points to the centroid by using the 
Euclidean distance formula.  The results of the 
distance calculation are then grouped according to 
the minimum distance or similarity.  The repetition 
is done by calculating the average and making sure 
the new centroid is the same as the previous 
centroid.  Repeating is carried out until the new 
centroid is obtained will be the same as the previous 
centroid, until the final cluster is formed. 

The first step of the clustering method with 
the K-Means algorithm is to determine the ideal 
number of clusters (K), the best K value has been 
determined by the Elbow method, Silhouette score 
and Calinski Harabasz score.  The following is a 
comparison of the K value obtained by the Elbow, 
Silhouette Index and Calinski Harabasz Index 
methods in the following graph (Figure 5). 
 

 
Source: (Research Result, 2024) 

Figure 5. Determination of Optimal K Cluster 
 

Using the optimal number of clusters, 
clusters are calculated using the K-Means method 
(Figure 6). 

 

 
Source: (Research Result, 2024) 

Figure 6. Best Business Location Cluster 
Visualization 

 
Modeling with the K-Means algorithm 

resulted in two clusters consisting of cluster 1 as 
many as 5472 (84%) cluster members and cluster 2 
(potential business location) as many as 1041 
(16%) cluster members (Figure 7). 
 

 
Source: (Research Result, 2024) 

Figure 7. Potential Business Location Cluster 
 
Furthermore, the results are visualized in 2D 

with simplification with the PCA variable (Figure 8). 
 

 
Source: (Research Result, 2024) 

Figure 8. 2D Visualization of K-Means Clustering 
Results 

 
The second modeling, using the GMM 

algorithm which starts with the selection of optimal 
parameters for the GMM model using the BIC score 
method.  The GMM clustering method assumes that 
all points are a mixture of Gaussian opportunity 
distributions which are Gaussian distributions.  
Each distribution will have distribution parameters, 
the Expectation Maximization (EM) algorithm is 
used to model GMM.  To determine the most optimal 
number of clusters through clustering modeling, the 
GMM method using BIC Score can be directly 
evaluated by the Silhouete Index and Calinski-
Harabasz Index evaluation methods (Figure 9). 
 

 
Source: (Research Result, 2024) 

Figure 9. Evaluation of the Optimal K of the GMM 
Algorithm 

 
From the graph above, it can be explained 

that the most optimal number of clusters (K) as a 
result of model evaluation with two evaluation 
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methods is 2 with a Silhouete score of > 0.6 and a 
Calinski-Harabasz score of > 2000. 

 

 
Source: (Research Result, 2024) 

Figure 10. GMM Potential Business Location 
Cluster 

 
Modeling with the GMM clustering method 

resulted in two clusters, each cluster 1 with 3239 
members or 50.3% and cluster 2 which is a cluster 
of potential business locations with 3274 members 
or 49.7% (Figure 11). 

 

 
Source: (Research Result, 2024) 

Figure 11. Number of GMM Cluster Members 
 

Visualization of clustering potential business 
locations with 2D PCA parameters (Figure 12). 
 

 
Source: (Research Result, 2024) 

Figure 12. GMM Clustering Results 

Evaluation Results  
In this study, an evaluation of the model used 

was carried out, using the Silhouette Coefficient and 
Calinski-Harabasz Index evaluation methods on the 
modeling results with the K-Means and GMM 
algorithms. 
 

 
 

 
Source: (Research Result, 2024) 

Figure 13. Model Evaluation Results 
 

The results obtained (Figure 13), showing 
that the model with the K-Means algorithm 
obtained the value Silhouette Coefficient of 
0.687536 and the value of Calinski-Harabasz index 
7737.710187, while with the GMM algorithm the 
value of Silhouette Coefficient of 0.295550 and a 
value of Calinski-Harabasz score of 2187.658359.  
The results of the research, the K-Means method has 
the best performance, in line with the research 
conducted by Rahmattullah et al (2023), and is not 
in line with research that uses the same clustering 
method, namely the K-Means and GMM methods, 
which states that the GMM method has better 
performance than the K-Means method (Wahidah & 
Utari, 2023). 
 
Deployment Results 

Deployment from the results of the research 
on determining potential business locations, the 
method with the best performance was chosen, 
namely the K-Means method.   

The results of clustering are presented in 
spatial-based information visualization so that it is 
easy for information users to understand, so that it 
will speed up business decision-making, especially 
determining potential business locations.  The 
results of the optimal business location research are 
visualized in a map (Figure 14). 
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Source: (Research Result, 2024) 

Figure 14. Visualization of Potential Business 
Locations 

 
The results of this study (Figure 14) 

identified potential business locations (cluster 2), 
namely locations with orange color that spread in 
Karawang Regency. 

Attribute information from the map in Figure 
13, the results of analytical data mining in Karawang 
Regency detected a distribution of 1041 potential 
business locations.  East Telukjambe and Klari 
districts are the sub-districts with the most 
potential locations, namely 98 and 94 locations.  
Based on Table 4, apart from the 2 sub-districts 
above, 6 sub-districts, namely: Cikampek, Ciampel, 
East Karawang, Kota Baru, Rengasdengklok and 
West Karawang are included in areas that have 
many potential locations for doing business.  
Complete sub-district profiling with number of 
villages, number of potential locations and names of 
villages with the most potential locations can be 
seen in Table 4 below. 

 
Table 4. Potential Locations 

Subdistrict 
Count 

Village 
Village Locations 

Telukjambe Timur 9 98 Sirnabaya 
Klari 13 94 Pancawati 
Cikampek 10 67 Kalihurip 
Ciampel 4 63 Kutanegara 
Karawang Timur 8 57 Kondangjaya 
Kota Baru 9 55 Wancimekar 
Rengasdengklok 8 49 Amansari 
Karawang Barat 8 46 Nagasari 
Telukjambe Barat 9 42 Margakaya 
Purwasari 8 36 Purwasari 
Tempuran 11 34 Pancakarya 
Batujaya 8 28 Batujaya 
Cilamaya Kulon 10 26 Sumurgede 
Cilamaya Wetan 9 26 Cilamaya 
Majalaya 6 26 Bangle 
Pedes 11 23 Jatimulya 

Subdistrict 
Count 

Village 
Village Locations 

Telagasari 13 23 Pasirtalaga 
Tirtamulya 9 23 Citarik 
Jatisari 11 21 Balonggandu 
Tirtajaya 11 20 Kutamakmur 
Banyusari 10 19 Jayamukti 
Jayakerta 8 19 Medangasem 
Kutawaluya 7 18 Kutakarya 
Lemahabang 8 18 Karyamukti 
Cibuaya 8 14 Cibuaya 

Pakisjaya 6 13 
Tanjungbungin,  
Tanahbaru 

Cilebar 5 11 Ciptamargi 
Rawamerta 6 8 Sukamerta 
Pangkalan 2 5 Tamanmekar 
Tegalwaru 3 4 Cintalaksana 

Source: (Research Result, 2024) 
 

Meanwhile, areas that have few potential 
locations only have under 10 potential locations, 
namely Rawamerta, Pangkalan and Tegalwaru sub-
districts.  Insights from this data mining can help 
business people in opening new business locations 
by considering the location of sub-districts which 
have many locations, the number of villages and the 
most dominant villages with their potential 
locations in each sub-district.  Apart from that, this 
information can be used by those interested in local 
taxes or investment, it can be estimated where the 
potential for tax or income is the most, as well as 
where there is potential for investment. 
 

CONCLUSION 
 

In this study, based on the model evaluation 
method used and the model with two algorithms 
used, namely K-Means and GMM, two clusters were 
formed and the K-Means method is the most 
optimal and most reverse-performing model based 
on the results of the model evaluation.  The selection 
of the parameters used was also analyzed with the 
same evaluation method so that the feature 
selection process was carried out.  So it can be 
concluded that data mining can be used to 
determine potential business locations using the K-
Means method.  The results of this study help 
business people in making decisions in choosing 
potential business locations to start their business. 
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