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Abstract—Pharmaceutical company has become 
the most highlight company across the world lately 
because of the pandemic. Despite of the high 
demand market in pharmaceutical company, about 
94% of large company across the world having 
difficulty in their supply chain that indirectly affect 
their services. The purpose of this research is to 
compare word embedding with compression model 
by doing sentiment analysis about the entity to find 
the best model that give better accuracy rates based 
on the opinion of Twitter, Instagram and Youtube, 
as they are the largest  platform that its many users 
to express their opinions about an individual or an 
instance. Data is retrieved from Twitter, Instagram 
and Youtube using the R-Studio application by 
utilizing their API library, then preprocessing and 
stored in a database. Next step is labeling the data 
and then train the data using word2Vec and LSTM, 
GloVe and LSTM and lastly using Adaptive 
Compression (adaComp) to compress the both 
model word embedding. Unfortunately, we got 
imbalanced dataset after labeling process, so we 
add sampling technique to sampling the dataset 
using Random Under Sample (RUS) and Synthetic 
Minority Over-sampling Technique (SMOTE). After 
the data are trained and tested, the results will be 
evaluated using Confusion Matrix to get the best 
Accuracy. With several models that have been 
carried out,applying adaComp is proven to increase 
accuracy. In the Word2Vec word embedding with 
LSTM model, applying adaComp increasing its 
accuracy from 77% to 81%.  
 
Keywords: Pharmaceutical, Sentiment Analysis, 
AdaComp, Word2Vec, GloVe. 
 

Intisari—Perusahaan farmasi telah menjadi 
perusahaan yang paling menonjol di seluruh dunia 
akhir-akhir ini karena pandemi. Meskipun 
permintaan pasar pada perusahaan farmasi sedang 
tinggi, sekitar 94% perusahaan besar di seluruh 
dunia mengalami kesulitan dalam memenuhi rantai 
pasokan mereka yang secara tidak langsung 
mempengaruhi layanan mereka. Tujuan dari 
penelitian ini adalah untuk mengetahui opini publik 
tentang Entitas Perusahaan Farmasi apakah positif, 
netral atau negatif dengan melakukan analisis 
sentimen tentang entitas itu sendiri berdasarkan 
pendapat Twitter, Instagram dan Youtube, 
dikarenakan platform tersebut adalah yang 
memiliki banyak penggunanya untuk 
mengekspresikan pendapat mereka tentang 
individu atau perusahaan. Data diambil dari 
Twitter, Instagram dan Youtube menggunakan 
aplikasi R-Studio dengan memanfaatkan library 
API-nya, kemudian dilakukan preprocessing dan 
disimpan dalam database. Langkah selanjutnya 
adalah pelabelan data dan kemudian melatih data 
menggunakan word2Vec dan LSTM, GloVe dan 
LSTM dan terakhir adalah mengaplikasikan 
adaptive compression(adaComp) pada word 
embedding.  Sayangnya, kami mendapatkan dataset 
yang tidak seimbang setelah proses pelabelan, jadi 
kami menambahkan teknik sampling untuk 
mengambil sampel dataset menggunakan Random 
Under Sample (RUS) dan Synthetic Minority Over-
sampling (SMOTE). Setelah data dilatih dan diuji, 
hasilnya akan dievaluasi menggunakan Confusion 
Matrix untuk mendapatkan Akurasi terbaik. Dengan 
beberapa model yang telah dilakukan, penerapan 
adaComp terbukti meningkatkan akurasi. Pada 
Word2Vec word embedding dengan model LSTM, 
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penerapan adaComp meningkatkan akurasinya dari 
77% menjadi 81%. 
Kata Kunci: Farmasi, Analisis Sentimen, AdaComp, 
Word2Vec, GloVe. 

INTRODUCTION 

Social media has become our daily needs and 
cannot be separated from human activity (Fabris et 
al. 2020). Even in situations of social uncertainty 
such as lockdown decisions and pandemics, the 
need for the use of social media is increasing 
(Størdal et al. 2021). Social media users is 59% of 
Indonesian Internet users, counting to 160 million 
Users (Kemp 2020). Some of the platforms that are 
widely used is Twitter, Instagram and Youtube 
where the number of users is 27% of the number of 
social media users in Indonesia(Muhammad, 
Kusumaningrum, and Wibowo 2021). Nowadays, 
social media is not only restricted to communicate 
with its own member but there is some official 
company that using social media to retrieve 
feedback from its user(Jiao, Veiga, and Walther 
2020; Robiady, Windasari, and Nita 2020). 

Sentiment analysis or opinion mining is a 
process of understanding, extracting and 
processing textual data automatically to get 
sentiment information contained in an opinion 
sentence (Liu, Shin, and Burns 2019). This is 
important for companies to be able to find out the 
value of opinions formed on social media (Rasool, 
Shah, and Islam 2020) so that it is hoped that the 
company can take the right steps in determining the 
best strategy. Lately, pharmaceutical companies are 
experiencing tremendous impact because of the 
effects of the pandemic as the need for medicine is 
the priority in every aspect(Prasad and Bodhe 
2012). However, in addition to the extraordinary 
demand for drugs and supplements, many 
difficulties occurred, especially in the material 
supply chain for product manufacturing that impact 
about 94% to large company around the world 
(Chowdhury et al. 2021) . To fulfil this high demand 
on the market companies need to make extra effort 
that impact their services to society. For this reason 
there is high number of public opinion in social 
media had been created(De, Pandey, and Pal 2020). 

The use of deep learning to conduct sentiment 
analysis can be a solution to these problems (Alam 
et al. 2020). In previous research sentiment analysis 
was only carried out on one social media. 
Meanwhile, according to statistical calculations 
carried out by statcounters, the status of use of 
social media in Indonesia is divided into many 
platforms. Generic word embedding such as GloVe 
and word2Vec which have been pre-trained have 
shown tremendous success when used, however 
there are many applications that use specialized 

vocabulary domains and the relatively small 
amount of data is not optimal (Sarma, Liang, and 
Sethares 2018).  

Topic compression word embedding in 
sentiment analysis is to compress for each word in 
word embedding before used for sentiment 
analysis. For the last five years, many topics about 
sentiment analysis have been presented and the 
latest approaches about it is using compression in 
word embedding to support sentiment analysis. The 
use of adaptive compression is based on Gumbel-
Softmax algorithm (Kim, Kim, and Lee 2020) by 
changing the concept of word embedding to adaptiv 
and learns to compress embedding words that take 
into account the downtime of the task. Yet for this 
last research is not applied to analysis sentiment, 
and most of the proposed topic segment in 
sentiment analysis are used for English language. 
The most known word embedding to support that 
are Word2Vec or GloVe which are considered as 
generic word embedding.  

For example, works deal with indonesian 
sentiment analysis such as the work of Nawangsari 
et al (Nawangsari, Kusumaningrum, and Wibowo 
2019). They conducted a study on word2vec by 
comparing the existing models and giving the best 
model result is Skip-Gram with an accuracy rate of 
92.377%. On the other hand, Bagheri et al (Bagheri, 
Saraee, and Jong 2013)conducted a similar research 
on a dataset of customer reviews of electronic 
products to determine their value on customer 
satisfaction. This study give an accuracy value of 
84.5% has been obtained and has been effective in 
seeing the level of customer satisfaction. 

Based on these related works in the field of 
sentiment analysis using compression method, we 
notice that only single platform social media is used, 
especially the references of sentiment analysis that 
use compression method. However, the application 
of compression with the adaptive model is relatively 
new research. Previously there had been research 
related to adaptive compression of word 
embedding, but in this study the author will apply 
adaptive word embedding with the Indonesian 
language corpus with research subjects in 
pharmaceutical companies. Furthermore, we want 
to conduct research using various data sources not 
only from one social media and apply the adaptive 
compression to the Word2Vec and GloVe models. 

Hence in this paper, we will study Word2Vec 
and GloVe with adaptive compression to determine 
which one is the most efficient method that give the 
best improvement in accuracy. Moreover, this study 
will be done with multi platform social media such 
as Twitter, Instagram and Youtube to improve the 
dataset due to pharmaceutical company entities are 
rarely found on social media. Furthermore we use 
LSTM processed layer to conduct sentiment 
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analysis and exploits the bilingual aspect of these 
methods by focusing on two languages : English and 
Indonesian. 

This paper is organized as follows : Section 2 
presents related works in the field of sentiment 
analysis; Section 3 explain about proposed method 
and describes Word2Vec, GloVe and Adptive 
compression (AdaComp); Section 4, experimental 
result and discussion are reported; The conclusion 
and future woek are presented in section 5. 

MATERIALS AND METHODS 

First, data will be collected on several social 
media which is Twitter, Youtube and Instagram. The 
data taken from social media contains the keyword 
of Entity that used as subject of this study. The 
process of retrieving data uses the API provided by 
social media developers and forum developer sites 
such as developers google and github. After the data 
is obtained, the data will be stored in the 
PostgreSQL database. 

The data that has been stored in the database is 
raw data where there are still many invalid words, 
so pre processing will be carried out to clean the 
data and will be processed to label per row of data 
using lexicon, alternatively the data will be labelled 
manual with subjective appraisal from the 
annotator. After that the data will be entered in CSV 
and will be used as a data model for the Train and 
Test of the Learning algorithm in using several word 
embedding models compared to one adaptive 
model. 

 
Figure.1 Methodology 

a. Data Crawling 

Data from Twitter will be collected through the 
Twitter API, Instagram API and Youtube API using 
R-Studio software. The data collected are about 
Entity referred by those social media users from 

August 1, 2017 to Febuary 15, 2021. After the data 
is obtained, the data is then stored in the 
PostgreSQL Database. But not all parts of the data 
are stored in a database. Information needed for 
research is as follows: 
 ID: The ID for each Tweet, Instagram post and 

Youtube post that exists, originating from each 
social media. 

 Content: Tweet, Instagram post and Youtube 
post from Twitter, Instagram and Youtube 
about Entity. 

 Date: The date a post was created 
From the data obtained a total of 33,864 data 
which is a combination of 3 data obtained from 3 
annotators into a dataset. The dataset that will be 
used in this study was built by the author with 
details of 19,449 data from social media Instagram, 
13213 data from social media Twitter and the last 
1200 data from social media YouTube. 

 

Figure.2 Percentage dataset source 

 

b. PreProcessing 

PreProcessing is a step to clean up data for 
sentiment analysis. The first PreProcessing steps is 
case folding, this step aims to turn all words into 
lowercase letters. The aim is to avoid case sensitive 
when matching words with a dictionary. An 
example is the change in the word 'Slow' to 'slow'.  
Second, normalization to remove the link in the 
post on social media, because the link is not part of 
the analysis. After that, we do data cleansing to 
removing characters other than letters, such as 
punctuation and symbols. Then we remove 
stopwords to eliminate words that are considered 
to have no meaning. Finally, tokenization is done 
by separating each word into one separate part. 
Separation of these words is done by cutting 
sentences based on spaces so that later can be 
made a vocabulary based on unique words 
contained in the text. 
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c. Labeling 

The labeling process in this study will be done 
manually using 3 annotators. To find the inter-
agreement between the three annotators, the 
Kappa coefficient is used which is a statistical 
calculation. The Kappa coefficient value is 
calculated with an average value of 0.611, where 
this value indicates a good agreement or has 
sufficient influence. From the labeling results, the 
content data on social media labeled Neutral is 
27,815, Positive is 5,443 and Negative is 606. The 
results of the labeling carried out look unbalanced 
between Positive and Negative Neutrals, where the 
neutral sentiment value is much higher up to 
82.07%, while for the positive it is 16.13% and for 
the negative it is 1.80%. For this reason, in this 
study, data sampling will be carried out using the 
Random UnderSample (RUS) technique and the 
Synthetic Minority Over-sampling Technique 
(SMOTE). Random under sample is used to balance 
the abundant class, while SMOTE is used to 
increase the missing data. The use of these two 
data sampling is very important to eliminate over 
fitting results so that the accuracy value obtained 
is maximized. After sampling the data, the results 
obtained for a neutral value of 27815, positive of 
18046 and negative of 10866. 

d. Word2Vec 

Word2Vec is a model name word vector 
representation made by Google that can represent 
the meaning of a word and can measure several 
vectors as a comparison(Sung et al. 2020). In this 
research, text data that has been pre-processed is 
processed using the Embedding Layer on 
Word2Vec with the English and Indonesian 
language corpus obtained from the nlpl vector site 
repository. After processing and obtaining the 
vector of the sentence, the data will be processed 
using LSTM so that the score and accuracy can be 
searched(El-diraby, Shalaby, and Hosseini 2019; 
Rojas-Barahona 2016). 

 

 

Figure.3 Word2Vec Architecture with 
LSTM Model 

Word2Vec generates a vector space obtained from 
the corpus, which consists of words that are similar 
in the corpus and adjacent to each other in the 
Word2Vec space(Nawangsari et al. 2019). The main 
principle of this method is to study the laws of 
dimensional vectors, where Word2Vec can predict 
words based on their context using one of 2 
different neural models namely CBOW and Skip-
Gram. Continuous bag of words (CBOW) predicts 
the current word based on its context. In the CBOW 
process, three layers are used. Input layer according 
to the context. The hidden layer corresponds to the 
projection of each word from the input layer into the 
weight matrix which is projected to the third layer 
which is the output layer. The final step of this 
model is a comparison between the output and the 
word itself to correct its representation based on 
the back-propagation of the error gradient(Naili et 
al. 2017). The process in CBOW can be described by 
the following equation : 
1

𝑉
∑ = log 𝑝( 𝑚1|𝑚𝑡−

𝑐

2
… 𝑚𝑡−

𝑐

2

𝑉
𝑡=1 ) ........................ (1) 

Skip-Gram is the opposite of CBOW where Skip-
Gram looks for context prediction given a word, not 
word prediction given context like CBOW. The 
process of Skip-Gram can be described by the 
following equation: 
1

𝑉
∑ = ∑ log 𝑝( 𝑚𝑗|𝑚𝑡)𝑡+𝑐

𝑗=𝑡−𝑐,𝑗≠𝑡
𝑉
𝑡=1  ....................... (2) 

where V corresponds to vocabulary size, c 
corresponds to the window size of each word. 
 
 

e. GloVe 

The GloVe algorithm is an extension or 
extension of the word2vec method for efficiency in 
word vector learning that works by capturing 
global statistics and local statistics from a corpus. 
GloVe is an unsupervised learning method to get 
vector representations for words. Training or 
training is carried out on globally aggregated 
words collected from the corpus and the resulting 
representation displays the linear structure of the 
word vector space. In this research text data that 
has been pre-processed is processed using Word 
Embedding on GloVe. Then the data will be 
processed using LSTM so that the score and 
accuracy can be searched(Rojas-Barahona 2016; 
Song, Park, and Shin 2019). 
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Figure.4 GloVe Architecture with LSTM 
model 

GloVe is an unsupervised learning method for 
obtaining vector representations for words. 
Training or training is carried out on global 
aggregated words collected from the corpus and the 
resulting representation displays the linear 
structure of the word vector space. Due to the high 
quality of textual features, GloVe embedding has 
been widely used for text mining or natural 
language processing tasks(Sakketou and Ampazis 
2020). In his research, (Levy, Goldberg, and Dagan 
2015) stated that there are 2 stages in the GloVe 
process. The first is the matrix construction of 
occurrence of X from the training corpus where : is 
the frequency of the word i that occurs together 

with the word j. 𝑋𝑖𝑗 = ∑ 𝑋𝑖𝑘
𝑉
𝐾 is the number of 

occurrences of the word I in the corpus. The second 
step is to factor X to get a vector, with the following 
equation : 

𝐹(𝑊𝑖 − 𝑊𝑗 , 𝑊𝑘) =  
𝑃𝑖𝑘

𝑃𝑗𝑘
.......................................... (3) 

Where 𝑊𝑖 , 𝑊𝑗  and 𝑊𝑘 are three vector words, 𝑃𝑖𝑘 =

𝑋𝑖𝑘/𝑋𝑖  is the probability of the word k appearing in 
the context of the word i, w is the word vector and 
𝑊𝑘is the context word vector. 

f. AdaComp 

AdaComp is a compression technique that can be 
used for word embedding(Li et al. 2021; May and 
Labs 2008). AdaComp is based on localized gradient 
residual selection and automatically adjusts 
compression level depending on local activity(Kim 
et al. 2020). AdaComp adaptively adjusts 
compression ratios across various mini-batches, 
epochs, network layers, and bins. This characteristic 
provides automatic adjustment of the compression 
ratio, resulting in strong model convergence. This 
technique works in several stages, the first is to find 
the maximum residual value in each bin. 
Furthermore, quantitation of the compressed 
residual vector is carried out to increase the overall 
compression rate. AdaComp is applied to each layer 
separately. In this research, text data that has been 
pre-processed is processed using the Embedding 

Layer on Word2Vec with the Indonesian language 
corpus obtained from the nlpl vector site repository. 
The data that has been processed will be 
compressed and decompressed so that it can be 
continued for learning and calculating the accuracy 
value. 

 

Figure.5 Adaptive Compression with LSTM 
Model 

a. Evaluation Method 

The evaluation method used in this study is 
the Confusion Matrix which aims to obtain the 
accuracy, precision, recall and F-Score valuesof 
the models that have been made. Accuracy is the 
most commonly used evaluation method. 
Accuracy obtained is the percentage of identified 
data compared to the sum of all data (Sindhu and 
Vadivu 2020). The accuracy obtained is the 
percentage of identified data compared to the 
sum of all data, to determine the accuracy the 
following formula is used. 

FNFPTNTP

TNTP
Accuration




  .......................... (4) 

FPTP

TP
ecission


Pr  ..................................................................... (5) 

FNTP

TP
call


Re  ................................................................................. (6) 

)Re(Pr

)Re*(Pr2

callecission

callecission
ScoreF


 ..................... (7) 

 
RESULTS AND DISCUSSION 

 
To determine which method of Word2Vec and 

GloVe with adaptive compression (AdaComp) is 
better to improve the accuracy, we conduct 
research with 4 different models. The model consist 
of Word2vec model architecture,GloVe model 
architecture, Word2Vec with AdaComp model 
architecture and GloVe with AdaComp model 
architecture. This experimental study employs 3 
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social media dataset in the English and Indonesian 
language as data in the amount of 33,864 data 
combination. The details of the data distribution 
after sampling data were 18046 positive labelled 
review data, 10886 negative labelled data and 
27815 neutral data as depicted in Figure 6. This 
amount is felt to be sufficient to perform word 
embedding training in sentiment analysis for 
pharmaceutical company because it has covered 
various aspects that are usually assessed by 
customer, such as service, satisfaction, 
improvement, benefits, promo, and efficacy. 

 

 
Figure.6 Datased used after sampling data 

 The initial experiments we use 4 models were 
carried out using a random under sampling 
technique and resulted in 100% accuracy for both 
the GloVe or GloVe models combined with 
AdaComp. In the Word2Vec model the accuracy 
obtained is 79% while the use of AdaComp 
increases the accuracy by 1% so that it is obtained 
80%. The use of Random Under Sampling reduces 
the over fitting, but it is not optimal, so the authors 
add the Synthetic Minority Over-sampling 
Technique(SMOTE).  

 Random Under Sampling (RUS) works by 
randomly selecting samples from a large group and 
removing them from the data set, this will continue 
to be done randomly until a balanced distribution is 
achieved. Whereas SMOTE works by selecting the 
instance closest to the feature space, SMOTE first 
selects a minority class instance at random and 
finds its k nearest minority class neighbors. A 
synthetic example is then created by choosing one 
of the k nearest neighbors at random and 
connecting to form a line segment in the feature 
space. The synthetic instance is generated as a 
convex combination of the two selected instances a 
and b. 

 

 

Figure.7 Accuracy model and loss model with 
RUS data sampling 

The use of a smote has a huge impact on the 
resulting data. In the figure.8 we can see that the 
data that was previously overfitted becomes good 
model with the addition of a smote data sampling. 
As this is the best model as we get. 

 
Figure.8 Model Accuracy using RUS and SMOTE 

data sampling 
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Figure.9 Model Loss using RUS and SMOTE data 
sampling 

The accuracy obtained in both the GloVe and 
Word2Vec models increasing with the use of 
AdaComp compression. Adacomp works for each 
word directly learns to select its code length in an 
end-to-end manner by applying the Gumbel-
softmax tricks. After selecting the code length, each 
word learns discrete codes through a neural 
network with a binary constraint.The accuracy 
results obtained on GloVe is 99%, while with the use 
of adacom the accuracy value increases from 1% to 
100%. Then for the Word2Vec model the accuracy 
obtained is 80% and there is an increase of 1% with 
the use of adacomp compression. This summary of 
this result is shown in table.1 

Table 1. Result 
Model RUS RUS+SMOTE 

Acc Score Acc Score 

GloVe 100 1 99 3 

GloVe+AdaComp 100 1 100 1 

Word2Vec 79 57 77 50 

Word2Vec+AdaComp 80 56 81 49 

 
With the use of adacomp compression the 

accuracy value generated on Word2Vec with RUS 
sampling on the evaluation shows the accuracy 
value increased from 77% to 81% with a True 
Negative value of 101, False Positive of 18, False 
Negative of 28 and True Positive of 92 as shown in 
figure 10. 

 
 

 

Figure.10 Evaluation for word2vec using adacomp 
model  

 

Figure.11 Evaluation Result for word2vec without 
adaptive compresion (AdaComp) with RUS and 
SMOTE 

 

Figure.11 Evaluation Result for word2vec with 
adaptive compresion (AdaComp) with RUS and 
SMOTE 

From the results of the research above, the best 
model that can increase the highest accuracy is the 
word2vec model with the use of adacomp and the 
RUS and SMOTE sampling methods with an increase 
in accuracy from 77% to 81%. The use of the 
compression technique on adacomp has been 
shown to significantly improve the accuracy of the 
research model used, either using the RUS sampling 
technique or the combination of RUS and SMOTE. 
This is possible because the compression technique 
on adacomp using the Gumbel-Softmax distribution 
improves the workings of generic word embedding 
so that for each corpus used approaches the discrete 
data sampling process, then trained using 
backpropagation and choosing the length code each 
word adaptively. 
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b. Comparison with related works in 
compression word embedding for sentiment 
analysis 

 To evaluate the performance of our models 
(AdaComp), we conduct a comparison with related 
works in table 2.In fact, for each language (English 
and Indonesian language), we conduct an 
evaluation on the same corpus. For the english 
language (Table 4), we can state that the use of 
adacomp give more accuracy. This claim explained 
by the fact that adding external resource that 
improves better adaptive compression. In this study 
we use pretrained word embedding for english 
version. For the Indonesian language (Table 3) we 
only compared our work with the work of 
Nawangsari et al[18]. As shown in Table 3, we notice 
that the use of adacomp for word2vec in Indonesian 
embedding is less effective to improve the accuracy.  

Table 2. Comparison with existent English 
topic sentiment analysis 

Approach English 
word 

Embedding 

Accuracy 
Score 

Generic Word 
Embedding 

Word2Vec 
GloVe 

71% 
80.23% 

Generic Word 
Embedding  with 
AdaComp 

Word2Vec 
GloVe 

81% 
100% 

 
Table 3. Comparison with existent 

Indonesian topic sentiment analysis 
Approach Indonesian 

Word 
Embedding 

Accuracy 
Score 

Generic Word 
Embedding 

Word2Vec 
GloVe 

85.96% 
77% 

Generic Word 
Embedding  with 
AdaComp 

Word2Vec 
GloVe 

80% 
99% 

 
Based on this evaluation, we can conclude that 

using adacomp are much way better than using 
general word embedding without compression for 
both Indonesian and English languages. This can be 
explained by the fact that adding external 
knowledge enhances the quality of adaptive 
compression. Furthermore, we notice that 
prediction-based embedding methods improve 
adaptive compression. 

CONCLUSION 

This paper focused on adacomp usage with 
sentiment-specific word embedding that used for 
pharmaceutical company sentiment analysis. 
Future studies should investigate the effectiveness 
of the proposed adaptive compression method for 
other word embedding model, especially for 
traditional word embedding sentiment analysis. 

The use of compression with the AdaComp 
model is considered to significantly improve 
accuracy. This model in proven in the increase of 
accuracy in the research that the author did, both on 
imbalanced datasets and balanced datasets. In the 
imbalanced dataset, there is an increase in accuracy 
of 2%, 4% and 5% for each dataset used. However, 
in the best results with a balanced dataset, there is 
an increase in accuracy in the word2vec model with 
adacomp using either the RUS sampling method or 
a combination of RUS and SMOTE. 
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